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#### Abstract

The software maintenance process is the last phase in the software life cycle. Studies have shown that, on average, $70 \%$ of MIS budgets are devoted to the maintenance process. There is considerable interest in changing software development and maintenance practices to "free" budget dollars for "development" projects and look for ways of making current practices less expensive. In a number of organizations, MIS management has turned to software engineering tools which are designed to support software maintenance as a potential solution to this problem.

In this dissertation a model based on the Technology Acceptance Model of Davis (1989) and the Task-Technology Fit model of Goodhue (1988, 1992), was developed to explain the factors which lead to the use of this class of software tool. The nature of the fit between software tool functionality and maintenance task demands is examined specifically. A model of the software maintenance process was developed based on the software debugging literature and program understanding literature. A model of software maintenance tool functionality was developed based on the Functional CASE Technology Model of Henderson \& Cooprider (1990). New instruments to measure maintenance task characteristics and the functionality of software maintenance support tools were developed.

Data were collected from 36 programmers and their managers on 74 maintenance projects. This sample was drawn from the software development and maintenance organizations of three large firms. The data were analyzed using factor analysis, regression modeling and MANOVA.

The principal finding of the dissertation is that Task - Technology fit is a strong and significant predictor of software maintenance tool use. In addition, it was found that higher task complexity and higher levels of experience with software maintenance tools are associated with higher levels of tool use. Experience with the software being maintained did not result in lower levels of use. Finally, no difference can be demonstrated between debugging and enhancement projects on tool use or task activities.

These results increase our understanding of how programmers actually perform software maintenance. Further, these findings lead to recommendations for the improvement of maintenance support and maintenance software design.
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## Chapter 1

## Research Problem

## 1. Introduction

While software maintenance is an extremely important activity in most MIS organizations, it is neither well understood nor adequately characterized in the literature. Our knowledge of the maintenance task is limited, as is our knowledge of how the maintenance task can be supported by software engineering tools. This research is motivated by a desire to develop a more comprehensive understanding of the software maintenance task and how software tools can be used to support the maintenance task.

The primary research goal of this dissertation is the explanation of the use of software maintenance support tools by MIS professionals. The theoretical rationale for the dissertation is based on the Theory of Reasoned Action (TRA) (Ajzen \& Fishbein, 1980). The dissertation employs the Technology Acceptance Model (TAM) of Davis (1989) as an elaboration of TRA for the case of software usage. This theory is augmented by the addition of a task-technology fit model to explain the attitude formation process in TRA as suggested by Goodhue (1988b; 1992a). The dissertation develops a model of the maintenance task based on the debugging and software understanding literature. This study examines in depth the nature of the maintenance task and the software available to support maintenance.

This research results in recommendations for more effective tools for software maintenance support. To achieve high external validity and generalizability, this study
examined the use of software tools in actual use by working MIS professionals. The principal data collection method was the survey.

## 2. The Nature of The Maintenance Problem

Software maintenance, the last phase in the software life cycle, is the process of changing existing production software. Changes are made to fix bugs, introduce enhancements, or improve the existing functions of a program or system. The maintenance process dominates the activities of many MIS organizations. On average, $70 \%$ of MIS software budgets are devoted to the maintenance process (Swanson \& Beath, 1989). In mature organizations, this figure may be much higher. Consequently, in an era of down-sizing and cost containment, there is interest in changing software development and maintenance practices in order to "free" budget dollars for "development" projects and look for ways of making current practices less expensive. Some managers have also recognized the potential for using improved maintenance practices to go beyond cost containment and use the improvements in maintenance practice to improve project cycle time and improve "time to market" for new products necessary to achieve competitive advantage (Moad, 1990).

The investment decision in new software is strongly driven by the relative cost of maintenance and development. The decision to maintain or re-develop is primarily economic and can be analyzed by the MIS manager with conventional financial analysis techniques. As long as an existing system can be modified suitably and the expected value of maintenance is lower, then maintenance is preferred to development (Gode, Barua \& Mukhopadhay, 1990).

Rather than attempting to eliminate maintenance, the "problem" is a question of how maintenance can be performed in the most cost effective manner. The adoption of practices which minimize the need for maintenance and minimize the cost of the needed maintenance should be the goal of MIS management. If maintenance costs for existing systems can be kept low, new development to replace old systems will seldom be necessary (Gode, Barua \& Mukhopadhay, 1990).

The introduction of "improved" development practices, most notably the use of CASE technology and structured methods, is expected to result in lower maintenance costs over time ${ }^{1}$. The elimination of the need for ex post facto fixes of design errors, and the increase of software maintainability have been predicted, but as of yet this assertion remains to be tested empirically.

## 3. Prior Research on Software Maintenance

In academic research "the maintenance problem" has been addressed in a number of ways. While the literature has been largely prescriptive in character, there have been a small number of empirical studies. Following is a brief survey of the literature of software maintenance which is relevant to this study.

### 3.1 Maintenance Process

The software maintenance process consists of two major steps, understanding and modification (Pennington \& Grabowski, 1990; Yau \& Collofello, 1985). Investigations of

[^0]the maintenance process have employed debugging problems in laboratory settings as the principal research venue. In the debugging process, programmers engage in several types of activities. These are planning, knowledge building, and bug-related activities (Vessey, 1986). Programmers employ diagnostic problem solving strategies in the debugging process (Araki, Furukawa \& Cheng, 1991; Vessey, 1985a).

Expertise in the debugging process appears to depend on the programmer's ability to "chunk" subject programs (Vessey, 1986). In addition, experts employ "breadth-first" debugging strategies while novices typically employ "depth-first" strategies (Vessey, 1985a).

The use of expert systems by novices can improve decision outcome quality in subsequent decision situations where the tools are unavailable (Fedorowicz, Oz \& Berger, 1992). The novice's decision outcomes were improved even in the absence of the expert system. The use of software maintenance support tools by less experienced users may have a similar improvement in quality.

Prior experience with a program has been shown to improve (decrease) the time needed to perform a maintenance activity (Gould \& Drongowski, 1974). In some cases the use of a maintenance support tool may substitute for prior experience with the software being maintained.

Programmers have difficulty understanding software which has "de-localized plans" (Letovsky \& Soloway, 1986). This means that the development of a complete and correct understanding of software is difficult if the program's functions are scattered through a program, or if a program interacts with other programs in non-obvious ways. Software
maintenance support tools may assist the programmer, in part, by mitigating the problems associated with de-localized plans (Cleveland, 1989).

Although both debugging and enhancement oriented maintenance are likely to require the same knowledge and activities (Brooks, 1977; Vessey, 1986), no studies comparing the two have been done in either field or laboratory settings. Therefore, in this study, projects of both types are examined so that our conclusions will apply to all types of maintenance.

### 3.2 Software Maintenance Tools

Software tools can abstract program function to derive a "higher" level specification from raw source code (Hausler, Pleszkoch, Linger \& Hevner, 1990). This process is called "reverse engineering". This is distinct from the process of "reengineering" which involves the transformation of a program into an equivalent form which is more understandable by the maintainer (Hanna, 1990). Although it may be possible to automate the reverse engineering process, it may not be possible to totally automate the process for code which was not "generated" from higher level specifications (Gopal \& Schach, 1989). This is due to the loss of information about the intended design as code is created. Research is continuing in the application of Artificial Intelligence techniques to the creation of tools which support the reverse engineering process (Waters \& Tan, 1991). Some success has been achieved in the creation of tools which support program understanding (Cleveland, 1989; Wilde \& Thebaut, 1989). These tools are able to produce higher level abstractions from code in the form of a variety of structure and flow charts. In addition dependency analysis is possible using these tools (Wilde \& Huitt, 1991).

The predominant theme in the maintenance tools research discussed above is the support of the software understanding process. Although considerable effort is being expended in
attempts to create automated reverse engineering tools, immediate success is doubtful.
The support of a manual reverse engineering process, what we also call program understanding, is likely to be the most productive approach.

## 4. Tool Assisted Maintenance: Part of the Solution?

One area Schneidewind (1987) identifies as a key to future productivity gains in maintenance is software tool support for the maintenance process. The use of software tools significantly contributes to perceived maintainability (Kim \& Westin, 1988).

The tools which are of interest to us in this study are generally intended to support program understanding, the first step in the maintenance process. These tools assist the programmer/analyst in discovering the physical and logical designs of the program or system at hand. The discovery of impacts of a proposed change on "distant" systems is also an important part of this phase, and is assisted by the software tools in this group. The software understanding or maintenance analysis process is often undertaken under difficult circumstances. Frequently, the change request or "bug fix" must be made under tight time constraints (Letovsky \& Soloway, 1986). ${ }^{2}$ Hurried analysis, consisting of searches of program and JCL code, leaves many opportunities for error. Complex systems with many modules and links to other systems also invite errors of omission and incomplete understanding. These problems directly affect software quality in the form of

[^1]decreased reliability and availability and consequently may have a significant impact on user satisfaction (Letovsky \& Soloway, 1986).

The use of software maintenance support tools will likely affect the quality of the maintenance process and product through the support of maintenance analysis process, a key element of which is the program understanding process (Corbi, 1989). The support of this process can logically be expected to reduce analysis errors including errors of omission and misconception. The development of software tools to support program understanding is a key to the improvement of software maintenance productivity ${ }^{3}$ (Schneidewind, 1987), (Cleveland, 1989).

## 5. Research Goals

This study seeks to understand the factors which drive or determine the usage of software maintenance support tools. Since software which is not used will have no effect, positive or negative, software utilization is required in order for performance benefits to accrue to the user. Although higher levels of software use are often assumed to yield higher performance, it is not clear that this is a universal truth. In some cases it is possible that high levels of use may detract from the desired result, or may be a symptom of poorly designed software or some extraneous effect.

The principal thesis of this study is that fit between task and technology is a predictor of utilization. This study tests this, and related hypotheses. The study seeks also to examine the moderating effects of prior experience in the formation of perceived fit. The study

[^2]design controls for, and estimates the effects of task type, task complexity, and social norms on the utilization of software maintenance support tools.

A secondary goal of the study, in the examination of task characteristics, is to distinguish between repair oriented and enhancement oriented maintenance in their effects upon software tool utilization. We are specifically interested in the difference between debugging and enhancement maintenance, and how these types of maintenance can be supported.

We build on the work of Vessey (1986) in the area of debugging and examine the maintenance process more generally, and through our study of the use of software tools in the support of maintenance seek to further our understanding of the maintenance process.

We will make recommendations for the enhancement of maintenance support through improvements in software tool characteristics, and software maintenance management practices. Only after we understand the use of these tools in more detail will it be possible to study the relative importance of these factors in determining the performance impacts of maintenance support tool use.

## 6. Overview of the Dissertation

The remainder of this dissertation is divided into four chapters. In chapter 2, the research model and research questions are developed and discussed. In chapter 3 , the research method is described. Finally, in chapter 4, the results of the data analysis process are discussed. Finally in chapter 5 the results of the data analysis are examined and the implications of the study are discussed.

## Chapter 2

## Research Model

## 1. Introduction

The study focuses on those maintenance task factors which drive the use of software engineering technology in the software maintenance task. A model of maintenance software tool usage has been developed and is discussed in detail below.

This model assumes that software maintenance is generally undertaken by an individual programmer analyst, the roles of management and the user community not withstanding. We believe that a more thorough understanding of the maintenance process at this level is needed to effect fundamental improvements in the maintenance process and its support. The assumption that maintenance is an activity of an individual programmer analyst is also necessary, and reasonable, given the current functionality available in the commercial software maintenance support products. These tools support the low level, individual oriented, maintenance task. Unfortunately, tools which support higher level functions, and tools which integrate the maintenance and software redevelopment processes are either nonexistent or experimental at this time.

The research model developed here applies to maintenance tasks which are non-trivial and involve a significant effort on the part of the programmer to implement. Maintenance efforts which fall into this category (non-trivial, significant effort) are supportable by software engineering tools. Very simple projects do not require such support and are easily accomplished without external support.

This research tests several hypotheses about maintenance tool usage, the nature of maintenance tasks, and the fit between maintenance tool functionality and the needs of these maintenance tasks. These hypotheses were developed from the research model shown in Figure 1. This research model, in turn, is a subset of the overall research framework shown in Figure 2.


This framework is based on two models from the general MIS literature. The Technology Acceptance Model (TAM) of Davis (1985) provides the basic framework for examining usage. However, the TAM model does not explicitly include task characteristics. The Task/Technology Fit Model of Goodhue (1988b; 1992b) provides an approach for examining task influences on software usage. Integration of the two models results in a more comprehensive framework which relates task and technology characteristics to actual software usage.

The software debugging model found in Vessey (1986), is used in the development of a general maintenance task model. The Vessey debugging model is augmented by the work of Letovsky (1987) and Letovsky and Soloway (1986) in the area of software understanding. Finally, a software maintenance tool functionality model is developed based on the problem solving literature and the work of Henderson and Cooprider (1990) in their development of the Functional Case Technology Model (FCTM).

The remainder of this chapter is divided into five major sections. Section 2 reviews the models which form the basis for this study's research model. Section 3 discusses the nature of Task-Technology fit in more detail. This is followed by Section 4 where the research questions for the study are developed. The chapter concludes with a recapitulation of the model in Section 5 and the conclusion in Section 6.

In the following section these four models (TAM, Task-Technology Fit, FCTM, and the software debugging model) are discussed, as is the rationale for the integration of the models.


Figure 2

## 2. Background On The Four Models

### 2.1 The Technology Acceptance Model (TAM) (Variables 1-5)

The Technology Acceptance Model of Davis (1985) is a specific adaptation of the Theory of Reasoned Action (TRA) model of (Ajzen \& Fishbein, 1980) to the study of computer software usage. The TRA and its successor, the Theory of Planned Behavior (TPB) (Ajzen, 1985) are well known, and have been widely employed in the study of specific behaviors (Ajzen \& Fishbein, 1980).

The TAM model (Davis, 1985), shown in Figure 3, is a validated model for examining software tool usage. Davis' TAM model is an elaboration of the Theory of Reasoned

Action for the specific case of software usage. It has been tested by the original author (Davis, Bagozzi \& Warshaw, 1989) in a study of word processing software use, by Mathieson (1991) in a study of spreadsheet use, and by Adams, Nelson, and Todd (1992) in a study of the use of several widely available end user software packages.' This study employs the TAM model as the basic rationale for the examination of usage behavior.

Davis examined Acceptance, which is more properly an adoption of innovation variable, at a "macro" or task set level. However, in this study the software has already been adopted or accepted by the programmer analyst. This research examines the specific, or "micro", choice to employ a tool for a particular maintenance task rather than the general, or "macro", choice or acceptance of a software tool for a class of problems. The application of the TAM model to a "micro" level of analysis is justified because the parent models, TRA/TPB have been applied to the "micro" level. For example, the TRA has been used to examine voting behavior (Fishbein, Ajzen \& Hinkle, 1980), career choice (Sperber, Fishbein \& Ajzen, 1980), weight loss (Sejwacz, Ajzen \& Fishbein, 1980), and consumer purchasing behavior (Fishbein \& Ajzen, 1980).

[^3]

Figure 3

Davis' research, in essence, examines the external variables which determine or influence attitude towards tool use. The TAM model identifies perceived ease of use, and perceived usefulness as key independent variables. The perceived usefulness variable is most closely tied to task characteristics. It represents the subject's perception that a particular tool is helpful or useful in the accomplishment of some task. Perceived ease of use is tied most closely to software tool characteristics. This relationship is moderated by the experience of the programmer with the tool.

Davis (1985) modified the TRA to produce the TAM. Davis found that Subjective Norms, a variable in TRA/TPB did not produce significant variance. Therefore using the principal of parsimony, he eliminated this variable from the model. Although this
variable was found to be significant by Ajzen \& Fishbein (1980), the lack of significance of subjective norm variables was also found by Mathieson (1991) in a comparison of TAM with the Theory of Planned Behavior model. TAM achieved superior predictive power when tested against the more general models that explicitly include social norms (Davis, Bagozzi \& Warshaw, 1989; Mathieson, 1991). Thus, TAM is employed without recourse to the TRA or TPB additions.

### 2.1.1 The Basis of TAM

In general, these theories (TRA, TPB, TAM) state that a behavior is determined by intention to perform the behavior. Intention, itself, is determined by attitude towards the behavior, perceived behavioral control over the behavior, and subjective norms concerning the behavior. Actual behavior and intention variables have been found to be highly correlated (Ajzen \& Fishbein, 1980; Davis, 1985).

The original TRA includes the very important assumption that the behavior is volitional, which is to say voluntary or at the discretion of the user. While many behavior choices are indeed volitional, many, especially in business environments, are not. This problem is addressed in the Theory of Planned Behavior (Ajzen, 1985) which is shown below.


Figure 4

Intention to perform a behavior (e.g., to use a maintenance tool during a maintenance task) is in turn determined by the individual's attitude towards the behavior and by the subjective norms experienced by the user. Figure 4, illustrates the TPB as adopted for the current research context.

### 2.1.2 Definition of TAM Model Variables

## Attitude Towards Behavior (Tool Use) (Variable 3)

A person's attitude towards the behavior is a key determinant of intention to perform the behavior in question, in this case the usage of a software tool. In general, attitude towards a behavior is linked or associated with the external variables (Ajzen \& Fishbein,
1980). While in the TRA model external variables remain unspecified, TAM recognizes Perceived Usefulness and Perceived Ease of Use as the determinants of attitude towards tool use. Tasks constitute an important part of this external variable environment (Davis, 1985). External variables can be thought of as a determinant of the attitude towards use. The person using the software expects that the tool is useful in the performance of some duty or the accomplishment of some task.

### 2.1.3 External Variables: Attitude Formation

Attitude towards the behavior in question is an intervening variable in the research model for this study. Following below is a discussion of the two factors which determine attitude towards software usage: perceived usefulness and perceived ease of use.

## Perceived Usefulness (Variable 4)

The perception of usefulness means that the maintainer holds the opinion that the use of a particular software product in a situation will be beneficial. In order for the maintainer to hold such an informed opinion several conditions must have occurred. First the maintainer must have prior experience with the type of problem at hand, and therefore must have a perception of the nature of the problem, even if the problem is not yet understood sufficiently to derive a solution. Generally, the maintainer must also have experience with the software tools which are at his/her disposal. This experience gives the maintainer a basis for evaluating the capabilities of the tools and how and in what circumstances they may be useful. In the formation of initial opinions, the maintainer will not have hands-on experience, but may know of the capabilities of the software through documentation or other communication channels. It should be noted that
perceived usefulness maly be negative; a software tool may be perceived to not be useful for a particular task.

## Perceived Ease of Use (Variable 5)

The second key variable in the Davis TAM model which determines or influences attitude is the perceived ease of use of the software. This variable is determined, at least in part, by prior experience in the use of the tool and in maintenance in general, as well as by the amount of training received by the user. There is a relationship reported by Davis between Ease of Use and Usefulness. Usefulness is influenced somewhat by Ease of Use.

### 2.1.4 Alternative Usage Model

If the Technology Acceptance Model were not available as a model validated for software usage, the Bagozzi (1982) model would be an appropriate alternative. It is closely related to the Theory of Reasoned Action, differing in that it incorporates two variables which are missing or are handled indirectly in the TRA model. These are affect toward usage, and habit. The affect variable in the Bagozzi model parallels the attitude variable in the TAM model. It does not assume rationality as does TRA and TAM, and, as such, is a more broadly defined variable. Attitude is a construct which can be measured indirectly, generally by measuring affect. Thus affect and attitude may be confounded. In addition, the literature suggests that these variables are very close. Goodhue (1992b) suggests that the TAM model does, in fact, measure affect. The habit variable in Bagozzi (1982) is largely subsumed by the prior experience variables in this research model.


Figure 5

The Bagozzi (1982) usage model offers an alternative to the Davis (1985) TAM model. It is more general than the Ajzen (1985) TRA model which forms the basis for TAM. In addition, the Bagozzi model seems to address some of the questions raised over the use of expectancy models in user satisfaction research. Melone (1990) raises questions over the appropriateness of overly rational models such as TRA/TPB. In addition, Melone (1990) points out that the TRA and related models essentially assume that the user will have already formed attitudes toward the behavior in question. Evidence indicates that there are circumstances under which users form an attitude only when asked about their attitude (Melone, 1990).

Although these are serious questions, they do not defeat the basic TRA/TPB or TAM models which have been validated and shown to have reasonable predictive power $\left(R^{2}\right.$ in
excess of .6 for either model). In addition the Bagozzi (1982) model has not been used in the software usage literature. The Davis (1985) model is more appropriate for this research because it achieves acceptable prediction power, and it is specifically tailored towards software usage.

While the TRA based model, TAM, is favored over the Bagozzi model, the latter is used in the framework developed by Goodhue (1992b) in which the fit between the task and available technology is related to software usage and ultimately to performance.

### 2.2 Task/Technology Fit Model

While incorporating technology characteristics into its general framework, the TAM model (Davis, 1985) does not explicitly include task characteristics. It indirectly accommodates task characteristic variables, however, in the Perceived Usefulness variable. The whole notion of usefulness implies that the software is used for something.

Thus, a link of the TAM model with a model specifically incorporating task characteristics is warranted. Further justification for elaborating the TAM to include an explicit reference to task is provided by the arguments of Goodhue (1992b).

Goodhue linked his Task/Technology Fit model, shown in Figure 8, with the technology usage model of Bagozzi (1982), shown in Figure 5. Specifically, Goodhue asserts a link between perceived fit between task and technology and the key independent variable in the Bagozzi model, the expected consequences of using a technology. The latter variable corresponds to Perceived Usefulness in the Davis model. Making the same link to the TAM model; perceived fit between task and technology, determines, in part, Perceived Usefulness. This link is reasonable because the underlying assumption in the TRA family of models, including TAM, is that a person engages in a behavior because he or
she has evaluated the benefits of engaging in that behavior and expect a certain result. The expected consequences construct for software usage in the Bagozzi model parallels, if not entirely contains, the Perceived Usefulness construct in the Davis model. The only significant difference between these models is in the assumptions regarding the evaluation process. The Bagozzi model allows for evaluation based, in part, on affect. The Davis model is more narrow in that it assumes an evaluation process which is rational or in the very least boundedly rational.

### 2.3 The Maintenance Task

The software maintenance activity model of Vessey (1986), together with the program understanding literature, is used to develop a model of the maintenance process which is can be used as the task component of the task - technology fit model for maintenance.

### 2.3.1 Basic Software Maintenance Activity Model

Generally, software maintenance is divided into three categories: adaptive, corrective, and perfective (Swanson, 1976). Later authors such as Bendifallah \& Scacchi (1987) frequently add preventative maintenance as a fourth category. These categories are based on the intent or goal of the maintenance activity. Briefly, adaptive maintenance has as its goal the modification of the software to accommodate a changed business environment. Corrective maintenance involves changes that are intended to eliminate erroneous output. Perfective maintenance has as its goal the improvement of the program's technical functions. A partial re-write to improve access time is an example of perfective maintenance.

For the purposes of this research we adopt a more parsimonious division of maintenance. Maintenance is examined based on the type of activity performed during maintenance
without regard to the actual intent or goal of the process. The literature identifies two general classes of maintenance activity: debugging and enhancement (Pennington \& Grabowski, 1990). Debugging involves locating and repairing a problem without altering originally intended functionality. Enhancements are modifications to existing software functions such that the originally intended functions of the software are changed. This division of maintenance activities pre-dates Swanson (1976), who essentially introduced a managerial focus to the discussion of maintenance. Debugging is equivalent to Swanson's (1976) corrective maintenance while enhancement includes both adaptive and perfective maintenance.

While there is no comprehensive model of the maintenance process, Vessey (1986) asserts that the debugging model she developed applies to the general maintenance process. Vessey's assertion is based on the belief that the process of enhancement involves the same basic process as debugging, namely the understanding of the software at hand. The difference between the two processes is essentially the assumption as to the goal of the actual change required in the code.

The activity shared by enhancement and debugging maintenance is problem solving (Vessey, 1986). The difference between debugging and enhancement arises in the actual programming, or code creation step, that occurs after the "problem" is identified and understood. However, the differences may not be very significant. Professional programmers sometimes euphemistically refer to software bugs as "Undocumented Features". If we view debugging as the modification of an "Undocumented Feature", rather than the elimination of an error, then debugging and enhancement maintenance are similar processes. In either case, the programmer must develop an understanding of the program and identify the modules to be changed in order to effect the desired change in
software behavior. Restated briefly, maintenance is a process which alters the existing behavior of software.

In Vessey (1986) three models of maintenance are described. The first is a process model, the second is a function model and third is the activity model. The activity model has been chosen for this research for several reasons. First, it is well grounded in the problem solving literature. Second, it has been used successfully in empirical studies by Vessey (1985a; 1986). Third, it represents a model which can be employed in a fit model between tool functionality and supportable activities.

Vessey (1986) divides maintenance debugging activities into three categories. These are planning activities, knowledge building activities, and "bug-related" activities. In the discussion below, the elements of Vessey's maintenance activities are summarized.

## Planning Activity

Planning activities center around the management of the task and the coordination of other activities towards the completion of the task. Vessey (1986) divides these activities into two sub-categories, goal and procedure/strategy. The first sub-category, goal, involves goal setting and goal management. Goals are identified states or objectives that the problem solver seeks to achieve. Goal in this sense may be taken to mean overall goal, sub-goals, or goal sets. An example of goal setting in maintenance would be the identification of a desired outcome of the maintenance process such as the addition of a field to a report or the elimination of a particular bug. As an activity it requires information about the nature of the problem and the resources available.

The second type of activity in this category is procedural or strategic in nature. Here the problem solver identifies and selects the activities to be performed to achieve the desired
goal or sub-goal. This process may proceed at either a high or low level of detail depending upon the goals in question.

## Knowledge Building Activity

Knowledge building activities center around the procedures involving the management of information needed to accomplish the goal at hand. Vessey (1986) divides these activities into two categories, information gathering and knowledge retrieval.

Information gathering in the Vessey (1986) description is divisible into three groups of sub-activities. First, and most dominant, of these is the actual gathering of information from any of several sources, including listings, documentation and data structures. As part of this process or activity, the programmer may mentally execute parts of the source code to obtain information regarding the software functions being performed. The second information gathering sub-activity described by Vessey (1986) is the evaluation of information. During this process the programmer weighs the significance of information or an assumption such that the outcome of the assessment may influence further activities. The third sub-activity is the identification of understanding of a process or program module or section. This is described by Vessey (1986) as "... makes a statement of understanding about the task situation." The act of stating understanding may be instantaneous and sub-conscious.

Knowledge retrieval is a relatively straightforward activity. It is the accessing of technical information regarding the language of the program or related system software. The programmer may retrieve knowledge from memory or from other external sources.

## "Bug-Related" Activity

The "Bug-Related" activities in the Vessey maintenance activity model center around three types of actions, clue generation and management, hypothesis generation and evaluation, and error management. The first two categories here are the essential elements of diagnostic problem solving (Araki, Furukawa \& Cheng, 1991; Pennington \& Grabowski, 1990). Vessey (1986) identifies an activity which she refers to as "bugrelated" activity which we separated into two sub-activities and renamed Diagnosis and Treatment in our earlier discussion. These terms are chosen for two reasons. First, diagnostic reasoning is quite well known in the problem solving literature (Davis, 1984; Elstein, Shulman \& Sprafka, 1978; Torasso \& Console, 1989). Second, the parallel with more familiar medical examples is obvious and widely understood. Treatment as an activity represents the actions engaged in by the programmer which actually result in a change in functionality and is discussed below as the principal component of the Modification activity.

Diagnosis is that set of activities in which a programmer, after having gained sufficient basic information about the "case", sets out an initial differential diagnosis (a set of possible problems) and performs tests to narrow down the possible problems to a definitive cause. Diagnosis is supportable by functions which allow a programmer to trace execution of program variables, create flow charts, etc. In performing diagnosis, the programmer establishes a working hypothesis about the program or problem and sets out to test the hypothesis; seeking either to accept or reject the premise. This activity or work function is intimately tied to knowledge building; neither is meaningful or useful without the other.

The final category in this group is error management, during which the actual error in the program is "repaired".

### 2.3.2 Revised Software Maintenance Åctivity Model

This study views software maintenance as an iterative two stage process. First the programmer undertakes to understand the program. This is followed by code modification or construction (Letovsky \& Soloway, 1986). These two stages are performed iteratively until the problem is solved.

The programmer who is attempting to understand a program must examine the code, samples of input and corresponding output, and any other available system artifact such as program documentation. The literature identifies different strategies of how programmers attempt program comprehension (understanding) (Corbi, 1989).

In one approach to the study of program understanding, the programmer is viewed as having a choice between systematic and as-needed strategies. In the systematic strategy the programmer essentially bench tests the program to detect "causal interactions among components of the program" (Littman, Pinto, Letovsky \& Soloway, 1987). In an asneeded strategy, the programmer attempts to localize the problem and thus narrow the problem focus. Unfortunately the programmer may miss key interactions. Programmers using a systematic strategy are more likely to be successful in developing a correct understanding of the program and modifying the program successfully (Littman, Pinto, Letovsky \& Soloway, 1987).

The approach of Brooks (1983) is consistent with the work of Vessey (discussed above) in the area of debugging and expertise. Brooks views program understanding as an iterative approach where the programmer gathers facts, forms hypotheses based on
available information and prior experience, tests the hypotheses, and formulates plans for further work based on the outcome of the hypothesis testing activity. This approach views program understanding as a diagnostic problem. Similar approaches to understanding are apparent in different problem domains such as electronics debugging (Davis, 1984) and medicine (Schaffner, 1985).

The approach of Letovsky (1987) is useful in integrating some of the divergent viewpoints on program understanding. He found that programmers use a mixed strategy in attempting program comprehension. Programmers use available clues and adopt topdown or bottom-up strategies as needed. Letovsky (1987) identifies, in his protocols of programmers engaging in maintenance activities, the programmer in the process of fact gathering, asking questions, making conjectures about the question, and then seeking further facts to answer the question. This is diagnostic problem solving consistent with the views of Brooks (1983). These findings indicate that programmers are adaptive, and can modify their problem solving strategies to fit the circumstances.

Although program understanding activities are at the core of the maintenance process, modification or construction activities are not entirely anti-climatic. The programmer must test any modified or new code to ensure that the desired effect is obtained. Frequently the programmer is unsuccessful on the first try. In fact several iterations are often required to eradicate logic errors, even after the elimination of routine compiler errors. The maintenance process for any particular problem can thus be viewed as an iterative process consisting of several cycles of understanding and modification.

The Vessey Software Maintenance Activity Model (1986) serves as a framework for examining the program understanding process. The Vessey activities map onto our more basic maintenance model in the following way. Knowledge building, planning
(development and recognition), and diagnostic activities are clearly intimate parts of the understanding process. Error management is the essence of modification.

### 2.4 Maintenance Support Technology

In this section we develop a model of maintenance software support tool functionality. This model is developed from two sources. The first source is a model of CASE support for design projects. The second source is the maintenance task literature.

### 2.4.1 CASE Tool Function Model (FCTM)

While there is no framework available from the literature which explicitly addresses maintenance tool functionality, we employ the general model of CASE functionality (FCTM) developed by Henderson (1990), informed by the program understanding literature, as a basis for a maintenance tool functionality model. The FCTM model appears below.


Figure 6

The Henderson (1990) model is a general model which can be applied to design situations. It has been used successfully by Robertson(1990) who studied the mechanical design process. Since software maintenance also is a design problem, we employ the FCTM in the study of software maintenance.

The model illustrated above is the simpler of two models developed in the Henderson (1990) paper. The Production dimension of the Henderson \& Cooprider model (1990) includes representation, analysis, and transformation functions, which are the primary functions of software maintenance support tools. These functions are discussed briefly below.

## Representation

Representation functionality of software maintenance support tools parallels that of development oriented CASE tools. Consider the definition of representation: ... functionality to enable the user to define, describe or change a definition or description or an object, relationship, or process. (Henderson \& Cooprider, 1990)

This definition, although targeted towards the conventional CASE tool, clearly applies to any functionality of maintenance tools which render the structure of programs or databases in graphical form.

## Analysis

The analysis functionality which we associate with CASE tools has analogs in maintenance tools. Analysis is defined in the FCTM as follows:
... functionality that enables the user to explore, simulate, or evaluate alternate representations or models, relationships, or objects. (Henderson \& Cooprider, 1990)

Maintenance tools which allow the user to rationalize data names or trace execution paths to discover or test possible relationships that exist between objects of computation, clearly fall under the definition of analysis. Tools which trace variables and display variable contents also fall into this category.

## Transformation

The transformation dimension of conventional CASE tools does not have as clear an analog in the realm of maintenance tools.
... functionality that execmes a significont planning or clesign task, thereby replacing or substituting for a human clesigner/planner. (Henderson \& Cooprider, 1990)

Examples of conventional CASE tool function in this area generally include code generators. In the maintenance tool environment the closest analog is re-coding or
restructuring software. On the data base "side" we find software which is capable of translating, for example, an IMS data base into an equivalent DB2 data base.

The use of re-coding tools in software maintenance projects appears to be increasing in popularity. In traditional maintenance projects, the programmer usually avoids gross or wholesale modification of software. As software ages, it becomes more difficult to modify. Although several factors contribute to this difficulty, a major cause is that a heavily modified program is difficult to understand. Today, programmers use software re-coding tools in order to make wholesale manual rewriting of code unnecessary. Recoding modifications do not change the basic functionality of the software; it "only" improves readability. ${ }^{*}$ Software transformed in this manner may be more easily understood and maintained.

## Coordination

The coordination dimension of CASE technology involves two dimensions, control and cooperation. Control technology enables the user to create and enforce rules and standards during the development or maintenance process. Cooperation technology, on the other hand, allows users to exchange information with other individuals (Henderson \& Cooprider, 1990).

These functionalities are implemented in some software maintenance environments. Programmers are frequently required to submit programs about to be released for production for analysis to determine compliance with "shop" standards. Program or

[^4]project managers use project management tools to communicate tasks and deadlines to their staff of programmers and analysts.

Programmers frequently use e-mail and other coordination devices in an effort to keep their work consistent with other projects or activities which are occurring simultaneousiy. The most significant of these tools are library and configuration management tools.

### 2.4.2 Maintenance Support Function Model (MSFM)

Comprehensive support of software maintenance must address the basic tasks of software maintenance. The Maintenance Support Function Model (MSFM) developed for this research consists of three dimensions, Understanding, Modification, and Coordination. These dimensions are developed from the FCTM (Henderson \& Cooprider, 1990) as described below.

By deconstructing the FCTM (Henderson \& Cooprider, 1990), we find that the functions of Representation and Analysis can be combined into a single function called Understanding.

The third variable in the FCTM production dimension is transformation. Tools which address this function directly support the program modification task. The second dimension of the revised maintenance support model is program modification.

The third and final dimension of the maintenance support function model is coordination. Tools in this dimension are concerned with supporting the programmer in conforming to shop programming and documentation standards as well as supporting the release and turnover process. The coordination of a maintenance project activities in the MIS organization is accomplished through project management (Planning and Tracking) tools.

The following figure summarizes the Maintenance Support Function Model:


Figure 7

## 3. Task - Technology Fit

A fundamental argument of this research study is that software will be used if the functions available to the user support (fit) the activities of the user (see research model, Figure 1). A software function supports an activity if it facilitates that activity. Alternatively, the software must serve to lower the cost to the user of the performance of some task or action. Rational, experienced users will choose those tools and methods which enable them to complete the task with the greatest net benefit. Software which does not offer sufficient advantage will not be used. The ability of software to support a task is expressed by the formal construct known as Task-Technology Fit, which is the matching of the capabilities of the technology to the demands of the task.

### 3.1 The Definition of Task - Technology Fit

Although a universal definition of task-technology fit does not exist, the literature contains several similar definitions. Consider the definition of cognitive fit (Vessey \& Galletta, 1991):

Cognitive fit is a cost-benefit characteristic: that suggests that, for most effective and efficient problem solving to occur, the problem representation and any tools or aids should all support the strategies (methods or processes) required to perform that task.

The definition of cognitive fit emphasizes the support of task performance by appropriate tools and problem representation, and is similar to the Goodhue (1992b) definition of "task-system" fit:
"Task-system" fit is the degree to which an information system or systems environment assists individuals in performing their tasks, or the fit between task requirements and the finc:tionality of the iS environment.

Higher degrees of "Fit" lead to higher performance (Goodhue, 1988b), and expectations of consequences of use (Goodhue, 1992b). The latter finding is of primary interest in this study as it provides a link between fit and perceived usefulness. Essentially the Goodhue model states that the perception of the user that a software tool is appropriate for a certain task represents "Fit" between task and technology. The Goodhue model appears below in Figure 8.
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The Goodhue (1992b) definition is similar to the definition of Nance (1992) which was employed in his study of auditors use of software tools:
the degree to which an available information technology is aseful in supporting the unique needs of a given task.

In the studies discussed above and in Vessey (1991) the dependent variable in the models of fit is performance. This study focuses on the performance antecedent, tool usage, as the dependent variable. In cases where use is not voluntary, use need not be considered as the dependent variable; the most appropriate dependent variable in such cases is performance (Goodhue, 1994). However, we assume that the use of software maintenance tools is voluntary based on preliminary interviews with managers and programmers in the subject organizations. This assumption allows us to consider use as
the dependent variable which is closer, from the perspective of the causal chain, to the independent variable fit.

In this research we employ the following definition of task-technology fit:
Task-Technology fil is the matching of the functional capability of available software with the activity demands of the task at hand.

This definition corresponds with the definition of cognitive fit with respect to the "Tables-Graphs" problem described by Vessey (1991), who argued that the cognitive fit paradigm is sufficiently inclusive to allow it to be extended broadly into other problem solving venues. The same argument allows us to extend it to cover the support of software maintenance activities by maintenance oriented software engineering tools.

This definition allows us to explore the fit between the maintenance task activities of Understanding, Modification, and Coordination with the corresponding maintenance support functions of Understanding, Modification, and Coordination. The variables or task/technology characteristics of these models which "fit" are Understanding, Modification, and Coordination.

The following matrix illustrates the primary dimensions of fit between maintenance task and maintenance support technology.


Figure 9

In the above figure an X indicates where significant fit is primarily expected to occur between a task activity and a technology function based on cognitive fit theory. ${ }^{3}$ It is important to note that fit between task and technology other than those noted will, indeed must, occur. The tasks of programming or maintenance are not accomplished in isolation nor are they discrete. These tasks do not (cannot) occur in a linear fashion. The programmer will perform tasks recursively, simultaneously, or in parallel. In some cases an action may actually fall, simultaneously, into two task categories. The different types of task are thus dependent, one upon another. It is therefore logical to expect that the software function designed, or at least intended, to support an understanding task might also support modification, etc.
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### 3.1.1 Dimensions of Maintenance Task and Support Technology Fit

In this section the three dimensions of fit are discussed. As indicated above, these dimensions are Understanding, Modification, and Coordination. Each type of task is posited to be supported by a corresponding software tool function.

### 3.1.1.1 Supporting the Program Understanding Task

The support of the software mantenance process, especially the program understanding portion, can be viewed as a problem of supporting representation development, manipulation, and testing. At the heart of the process of understanding a program is building a representation of the problem to be solved. A problem representation is an mental model or conception of the problem (Pemnington \& Grabowski, 1990). The development of a program representation appears to be an essential part of the software understanding process.

The importance of program or problem representation is well known in the problemsolving literature. The entire understanding process depends upon the programmer developing representations of program elements, manipulating and integrating these elements, and testing the result for correctness. This process is iterated as necessary.

Letovsky and Soloway (1986) view program understanding as the process of recognizing plans or intentions of the code. This process is more difficult when the plans are delocalized or spread over the module, or even between modules. In this model the recognition of a plan presupposes the developinent of a representation of the module.

The process of reverse engineering can be viewed as a formal approach to software understanding which depends on the development of a module level understanding of program function. It is defined as "... the process of obtaining high level representations
from source code" (Robson, Bennett, Cornelius \& Munro, 1991). This process, when accomplished without software aids, involves the inspection of design and documentation artifacts, the reading of code and the symbolic execution of code. Reverse engineering goes beyond understanding the low level function of a program's component modules to include the understanding of the higher level function and purpose of the modules. This level of understanding is necessary for many maintenance problems and cannot be accomplished using program source code alone due to the loss of design information during the program coding (construction) process (Robson, Bennett, Cornelius \& Munro, 1991).

Program understanding tools support the development, manipulation, and testing of representations of the application software. This set of tools support the programmer in the development of an understanding of a program. They do so through the generation of representation of a program's functions and data structures. In addition, these tools allow the programmer to test his or her mental representation through analysis of a program by "single stepping" and displaying the contents of variables.

The understanding task, as described above is composed of three sub-tasks or activities: planning, knowledge building, and bug-related (diagnostic) activities. The key, as noted above, to understanding is the developinent of an appropriate representation and its manipulation. The understanding tool sub-functions, analysis and representation support these sub-activities. In particular the representation function should directly support the knowledge building activity.

While support for the understanding task support may come from understanding tools, there is also a link between the understanding task and modification technology. The bug-related sub-activity, also known as diagnosis, calls for support from tools which aid
in the testing of hypotheses regarding the software being maintained. The tool function of modification (transformation) provides such aid to the programmer in testing hypotheses by allowing for the manipulation of code or data.

The support of the understanding activity by coordination functions is important but may not be immediately obvious. The coordination function supplies control and cooperation support. The programmer in a modern MIS organization is subject to a myriad of standards and procedures. Also, the programmer does not exist in a vacuum, but must work with other programmers and analysts, if for no other reason than to stay out of each others way. Changes and maintenance releases must be coordinated so as to not interfere with the work schedules of others in the organization. Programmers must seek out information regarding the activities going on around them. In addition, information may be sought from other programmers regarding recent changes to the subject system and related systems. Also, it is customary for programmers to consult their colleagues who most recently worked on the subject system. ${ }^{+}$Therefore, the support of the knowledge building sub-activity by the cooperation function is expected.

### 3.1.1.2 Supporting the Program Modification Task

As discussed above, program understanding is not the entire story of software maintenance support. The programmer must be able to actually change software and document the effects of that change. The change cycle includes making a change in a source module, compiling the module, and testing of the changed program. The actual

[^6]change process is fairly simple. The software which supports it consists of an ordinary text editor and library management software. The compiler program also falls into this category.

Program modification may be performed during the understanding process. In this process the programmer arrives at a point where he or she is about to test an assumption (representation) about the software to be changed. The task being performed in this process is diagnosis. In these activities a hypothesis is tested and confirmed or rejected. A change can be made to test the behavior of a program.

The modification activity is also supported by the coordination function, especially through the control function. The maintenance release and production turnover support functions, as well as those which support of programming standards, are directly involved in supporting the maintenance process.

### 3.1.1.3 Supporting the Maintenance Activity Coordination Task

In most MIS organizations the programmer must initiate a production release process which may include documentation updates and testing for standards adherence. The later process corresponds roughly to the coordination function in the FCTM. Project management software which facilitates coordination of maintenance activities involving dependencies with other activities is also included in this category.

While many maintenance tasks or projects are relatively short in time duration and may be undertaken by a programmer or analyst working alone, no maintenance project is undertaken in isolation from other software or programmers. Although the coordination task is a normally a small part of the maintenance task, such activities ultimately have a very significant impact on the success of the maintenance project.

Software which supports these activities includes testing and version (release) management software. In addition, software which supports programming standards aids the coordination task as well.

The support of the coordination task is also facilitated by both understanding and transformation (modification) tool functions. As the coordination activities are mutually dependent on the understanding and modification activities, so also do we find that the tools which support those activities also support the coordination task, at least indirectly. Direct support of the cooperation task, however, may be provided through the representation or analysis functions when the programmer must communicate information regarding the current subject system to others in the programming organization.

### 3.1.2 Fit Moderating Variables

In the research model for this study, there are two sets of moderating variables. These are prior experience and task complexity. These are discussed below.

### 3.1.2.1 Prior Experience

The model to be employed in this study varies slightly from that of Goodhue in the treatment of prior experience. In the Goodhue (1992b) model, individual characteristics is a moderating variable. As this is a very broad factor, it is necessary to narrow the focus to more specific variables which are relevant. In this study, the relevant individual characteristic variables are prior experience with both tool and task. This narrowing of focus is suggested by the work of Davis (1989) and of Guinan (1992). These studies have shown that experience or familiarity with software has a positive correlation with
usage. Familiarity with similar tasks and the capabilities of the technology are therefore posited to moderate the Perception of Fit relationships with task and technology factors.

### 3.1.2.2 Task Complexity

Task complexity is not explicitly included as a moderating variable in our model. It does have a bearing on maintenance tool usage in that a problem must be sufficiently complex before a programmer will resort to tool based support.

Even if a task and its supporting technology have excellent fit, the software will not be used unless the use of the tool produces an economic benefit for the user. Restated, for any task the supporting technology will be used if, and only if, its marginal benefit exceeds its marginal cost. If tool usage will save time or money on net, it will be used, otherwise the potential user will resort to manual methods. For those tasks which are simple (non-complex) the use of a technology may incur marginal costs which exceed the marginal benefit. In such cases use will not occur.

## 4. Research Questions

In this section a number of research questions are derived from the research model. These questions are divided into three categories: tool use, nature of fit, and nature of the maintenance task.

### 4.1 Tool Use Questions

The research model for this study is a model of those factors which lead to the use of software tools in software maintenance tasks. The following questions examine the relationships between the dependent variable usage, and the key independent variable, fit
between task and technology. The impacts of the moderating variables, experience with task, and experience with technology are also examined.

The principal research question of this study pertains to the relationship of the fit between task and technology and the use of tools. As presented above, greater degrees of fit are expected to lead to higher tool usage.

Proposition MI) For complex maintenance tasks: Higher fit between task requirements and tool functionality is associated with higher use of tool.

Goodhue (1992b) has identified experience as an important moderating variable in the establishment of fit, the independent variable in this study. As discussed above, experience has been divided into two components. Experience with a software tool serves to inform the user as to the capabilities of the software in actual use. The greater the level of experience the more likely it will be used for an appropriate task. Experience is actually a proxy for knowledge of software capabilities. The assumption is made that knowledge is obtained via prior use in actual application.

Proposition M2) For complex maintenance tasks: Greater experience with tools is associated with higher use of tool.

Prior experience with the task is unclerstood to mean experience with the software being maintained. This type of experience is understood to moderate the relationship between task demands and fit. The higher the amount of experience with the target software, the lower the expected usage. If a programmer is experienced with software, it is expected that there will be a lower need to invoke the maintenance software. In essence, the task of understanding the application software, which is assisted by maintenance support software tool, may have occurred over several prior efforts at maintenance.

There is another form of experience that may also come into play in this area however. This is experience with the general task type. For example, making a change in field size, or debugging logic errors. This type of experience is gained through general work experience as a programmer. It is a demographic variable.

Proposition M3) For complex maimenance tasks: Lower experience with task is associated with higher use of tool.

One of the key assumptions of the model is that the task must be sufficiently complex to warrant the application of technology. In the area of software maintenance, there are many simple tasks which would not call for the use of a software tool beyond that of a simple editor. For example, a change in the title of a report is so simple even for a trainee, that nothing more that the editor and the compiler are required to make a change. (Turning over the change for production in some MIS organizations is quite another matter however.)

Proposition M4) For propositions M1, M2, \& M3 above, stated relationships do not hold for non-complex tasks.

As discussed in the development of the research model, maintenance has been divided into two types, debugging and enhancement. While evidence has been presented that the Vessey (1986) Debugging Model represents a potential general model for maintenance, this conjecture has not been tested empirically. This model affords us an opportunity to test this assumption.

Proposition M5) For propositions M1, M2, \& M3 above, stated relationship holds regardless of maintenance task type (delougging or enhancement); i.e., there is no interaction effect between task type and fit. between task type and experience with the tool, or between task type and experience with the task.

Although propositions M1-M3 are stated simply and independently from each other, the independent variables, fit, tool experience, and task experience, act on the dependent
variable simultaneously. That is, the independent factors may have significant two-way interactions. It is expected that a highly significant interaction effect on usage will be found for the two experience factors.

Propositions M4 \& M5, respectively are concerned the moderating effects of two variables, task complexity and task type. That is, these two variables are modeled as interacting with the three earlier mentioned independent variables.

### 4.2 Nature of Task-Technology Fit Questions

This section discusses research questions which are specifically related to tasktechnology fit. As noted above, task-technology fit is a general notion which Goodhue (1988b; 1992b) proposes as a framework for the analysis of software usage. However, in his conceptualization, fit is a variable which can be examined independently from either task or technology characteristics.

In this study Goodhue's (1988b; 1992b) approach is expanded to include specific task and technology characteristics. The goal in moving beyond the general conceptualization of fit is to obtain a perspective of how fit occurs in the maintenance environment.

In the discussion of propositions $\mathrm{F} 1-\mathrm{F} 3$, a maintenance sub-activity, e.g., understanding, modification, or coordination is posited to be supported by a corresponding software function, i.e., understanding support tools, modification support tools, or coordination enabling tools.

## Understanding

The maintenance sub-activity of Understanding is the process of establishing and testing a representation of a problem. The understanding task can be viewed as being composed
primarily of planning, knowledge building and diagnostic activities as discussed earlier in §2.4. However, the basis of these activities is the seeking of information regarding the construction and function of the system. Maintenance support software is designed to supply key information regarding program and data structures, including structure charts, hierarchy diagrams, and variable traces. The supply of this type of information is fundamental in the support of the software understanding activity. Following are the propositions related to software understanding support.

Proposition F1) The mainenance aclivity. Understanding', is primarily supported by tool function. Understanding": i.c.. the two-way interaction effect on usage between the understanding activity and the understanding function is higher (stronger) than any other of the two-way interaction effects between the understanding activity and any other column of Figure 9 . or the understanding function and any other row of Figure 9.

## Modification

The program modification activity is the process of actually making a change in source code and transforming that code into machine executable modules. Code modification is supported directly through the use of editors and library management tools. Modification is also indirectly supported through some compiler and linker facilities. We state the following proposition:

Proposition F2) The maintenance activity, Modification, is supported by the Maintenance tool functions: i.e., the two-way interaction ellect on usage between the modification activity and the modification function is higher (stronger) than any other of the two-way interaction ellects between the modification activity and any other column of Figure 9 , or the modification function and any oher row of Figure 9.

[^7]
## Coordination

While the coordination activities are relatively unimportart in terms of the amount of gross effort involved, they are essential for the success of any maintenance project. Coordination consists of two types of activities, control and cooperation. These are supported through the use of project management software and the checkout, release, and documentation software functions. The following propositions follow in the same manner as propositions F1 and F2.

Proposition F3) The maintenance activity. Coordination, is supported by tool function Coordination : i.c., the two-way interaction effect on usage between the coordination activity and the coordination function is higher (stronger) than any other of the two-way interaction effects between the coordination activity and any other column of Figure 9 , or the coordination function and any other row of Figure 9.

## Maintenance Task Type

Once again the basic research model for this study contains the assumption that the maintenance process is genemal. That is to say the basic process is the same regardless of whether the task is debugging or an enhancement. The following proposition tests whether debugging or modification are supported in the same way, and whether the same sub-activities characterize both processes.

Proposition F4) For propositions F1-F3, stated relationships hold regardless of maintenance task type (debugging or enhancement), i.e., there is no significant interaction between task type and the two-way interactions between maintenance activities and support tool functions.

## Secondary Fit

While the propositions above are formulated such that there is a primary support technology for an activity, it is clearly possible that more than one function can support

[^8]an activity. Part of the difficulty is that the various activities are not completely independent of each other. This is due to the interaction of the three major activities. For example, understanding and modification may be iterative. These activities, although in concept quite separate, occur nearly simultaneously. Thus an allowance is made software functions to have secondary or indirect support roles. A number of difficulties in separating the functions will be discussed below in chapter 3.

Proposition F5) For propositions F1 - F3, an activity will (likely) be supported by a tool function other than that stated, i.c., a significant two-way interaction may exist between non-diagonal combinations of activities and tool functions in Figure $9^{8 .}{ }^{4}$.

### 4.3 Nature of Maintenance Task Questions

In this section, two sets of propositions are discussed. First are two propositions (T1 \& T2) which derive from the earlier discussion of maintenance task type and were not explicitly covered earlier by proposition M5. The remaining group of propositions address issues relating to classical software engineering issues in the area of software maintenance.

As discussed above, one of the key questions raised in this research is whether a fundamental difference exists between debugging and enhancement. The next two propositions explore this issue on a basic level. The relative frequency of each sub activity can be expected to be the same for the different types of maintenance. A difference in activity mix would suggest a difference in process.

[^9]Proposition TI) The proportion (relative frequency) of maintenance activities is the same for cither type of maintenance task.

The remaining proposition is concerned with factors commonly identified in the software engineering literature as contributing to complexity or difficulty in maintenance. As discussed above, complexity is a key element required for tool usage to occur. Tasks which are not complex will not require the use of software tools.

Proposition T2) The proportion (relative frequency) of maintenance sub-activities is the same regardless of:
a) type of application (on-line. batch. mixed)
b) age of system
c) previous mainenance history (low, high)
d) application language type (3rd. 41h).
c) data environment (file. databasc).

## 5. Research Model Summary

In summary, the research model for this study is concerned with the impact of five factors or variables on the utilization of software maintenance tools. The independent variables are task-technology fit, task experience, tool experience, task type, and task complexity. The research model can be expressed formally as follows:
(1) $Y=\alpha+\sum_{i=1}^{5} \beta_{i} X_{i}+\sum_{j=1}^{4} \sum_{k=j+1}^{5} \beta_{j k} X_{j} X_{k}+\varepsilon$
$\begin{array}{ll}\text { where: } & Y=\text { Usage } \\ & X_{1}=\text { Fit Between Task Attribute and Tool Function } \\ & X_{2}=\text { Task Experience } \\ & X_{3}=\text { Tool Experience } \\ & X_{4}=\text { Task Type } \\ & X_{5}=\text { Task Complexity }\end{array}$

The graphical version of the model expressed in equation 1 was shown in Figure 1.

## 6. Conclusion

In this chapter a research model for the study has been described. A number of research propositions have been developed. In the next chapter the research method for the study is discussed.

## Chapter 3

## Research Method

## 1. Introduction

This research employed the field study as its principal method. The subjects for the study were working programmer analysts performing maintenance tasks. The projects which were included in the study were selected from the existing maintenance backlog. This was done in order to achieve a high degree of external validity and generalizability.

### 1.1 Research Sites

Three organizations agreed to participate in this study. These organizations are members of the Fortune 50 and as such they are old established firms who are leaders in their respective industries. All have large MIS applications groups who expend a large proportion of their annual budgets on software maintenance. The organizations are in different industries and are in separate geographic regions of the United States. The study will include these three sites so as to increase the external validity of the study through the elimination of organizational and local cultural effects.

Organization A is a multi-divisional financial services firm located in the Northeast. This firm's MIS application environment is typical of many installations found in the Fortune 50. Its hardware environment is based on IBM 3090 mainframes running MVS COBOL/CICS applications. The software application groups' budget is dominated by software maintenance costs. The software application groups are responsible for maintaining over 100 million lines of COBOL code.

Organization A's management has taken a pro-active approach to dealing with software maintenance costs. It has installed and is actively promoting the use of software maintenance support tools. In addition, it works with software tool vendors as a beta test site for new tools, and actively seeks to adopt leading edge software maintenance tools.

Organization B is an aerospace firm located in the West Coast of the United States. It shares several characteristics with Organization A. Its hardware / software environment employs the same basic technologies, namely IBM 3090's running MVS COBOL/CICS applications. Organization B's management is also concerned with what is viewed as an increasing cost of maintaining existing software. As a result it has provided, like Organization A, software maintenance support tools. Organization B's software application groups support over one billion lines of production COBOL code.

Organization C is a large insurance company located in the Northeast. Like Organizations A and B, Organization C's systems environment is based on IBM 3090 systems running MVS COBOL/CICS applications. This company has a very large programming staff which devotes significant resources to maintaining legacy systems.

Organizations A, B, and C have many maintenance support tools in common. Although Organization B's and Organization C's management's are less aggressive in adopting new software maintenance technologies than is Organization A's, the actual software working environment for the programmer analyst is similar in all three organizations.

### 1.2 Project Selection

The basic unit of analysis for this study is the individual maintenance project. The definition used for "project" may vary slightly from that used by the subject organization.

Project, in the context of this study, is taken to mean a change to an existing function, or group of related functions that can be accomplished by a single programmer analyst.

The research model deals specifically with projects that are individual and non-trivial. However, it was necessary to collect data on all tasks completed during the data collection period in order to simplify the data recording requirements for the respondents and eliminate respondent selection bias. By questioning the respondent regarding the complexity of the task and the degree of involvement in the project by other programmers, we will be able to identify and segregate trivial projects and group projects. The managers of the groups which agreed to participate were asked to allow all programmers in the group to participate in the study. Programmers were asked to report on all projects to be completed during the data collection period. The data collection period was negotiated with site management and varied from 4 to 8 weeks.

Application areas included in the study consist of classical business applications, including finance, accounting, inventory, and manufacturing support. MVS COBOL/CICS was the dominant applications platform.

Selection of projects based upon the criteria described above will have the effect of controlling for effects due to a) project size, b) group process, c) application type, and d) application environment. In addition, the type of maintenance support software is the same in organizations A, B and C, although the access mode differs slightly. Thus the type of support software is held constant.

### 1.3 Data Collection

The primary data collection method for this study was the questionnaire. The data collection period varied from 4 to 8 weeks between groups and varied slightly from
programmer to programmer within groups depending on work schedules. Participation in the study was voluntary and individuals were allowed to withdraw at any time. All participants completed at least one project, and were given the opportunity to complete additional projects.

Three questionnaires were administered to programmers. The first was a demographics questionnaire. This included questions about the programmer's background and experience level. It also included questions about the programmer's perception of the maintenance support software capabilities. ${ }^{1}$. This questionnaire was given once to each participant at the beginning of the data collection period.

The second survey included questions regarding the perceived fit between the maintenance task and the maintenance support software. In addition, this survey included questions regarding the programmer's intention to use the soffware and the constructs directly related to intention as discussed in $\$ 2.1 .^{2}$ This survey was self-administered at the beginning of each project.

The third survey collected from the programmer contained actual task characteristics and tool usage questions. ${ }^{3}$ Survey instrument 3 was self-administered at the completion of each project. Each participant was provided with instructions for the completion of each questionnaire, as well as an appropriate supply of questionnaires and return envelopes. Completed questionnaires were forwarded by the programmer to a person within each

[^10]organization who agreed to collect and forward questionnaires to the researcher. Participants were given the option of returning any questionnaire directly to the researcher.

## 2. Operationalization and Measurement of Model Variables

The research model specified in Chapter 2 is a hybrid of two existing models, the Davis TAM model and the Goodhue Task-Technology Fit model. The Davis TAM model is specifically concerned with tool use as the dependent variable while the Goodhue model deals with the fit between task and technology and the consequences of that fit (performance) as the dependent variable.

The Davis model has an established instrument with known reliability and demonstrated validity. The questions from the Davis instrument were used in survey 2 for this study. Variations from this instrument are briefly discussed below in § 2.1.

The Goodhue (1992a) Task-Technology fit model does not have an directly associated instrument. However, Goodhue (1992b) presents an instrument which potentially could be used to assess perceived fit between task demands and tool characteristics. The later paper uses a somewhat different theoretical basis than the earlier work. However, the later paper's rationale is more refined and is compatible with the earlier paper in which the notion of fit is developed. Unfortunately, the Goodhue (1992b) instrument does not, as yet, have well established validity and reliability. It is therefore premature to rely entirely on this instrument for a measurement of fit.

The Goodhue (1992b) approach attempts a general assessment of fit without deep knowledge of the task or technology. Since one of the goals of this study is to develop
our understanding of both the maintenance task and the technology which supports it, it was necessary to develop questions which operationalize fit from a specific task and tool context. It was also necessary to develop operationalizations of experience with tools, experience with task, and maintenance complexity.

However, the Goodhue (1992b) approach to fit measurement has value in this study for research method reasons. Goodhue's approach conceives of fit as a directly accessible variable or construct. This contrasts with our approach to fit which conceives of fit as a derived variable or construct through the observation of the task and technology factors which interact or "fit". The measurement of fit with different instruments will allow us to control for instrument or method bias. This alternative operationalization of fit, as suggested by Goodhue (1992b), will be referred to as general fit.

In this section, the operationalizations of the constructs of the research model are discussed. In § 2.1 the constructs of the Davis TAM model are examined. The Goodhue (1992a) fit model is discussed in $\S$ 2.2. Finally, in $\S 2.3$ the role of maintenance task complexity is discussed.

### 2.1 TAM Variables

The Davis TAM model has been employed without significant modification to either the underlying theoretical rationale or the instrument itself. The Davis instrument was used in its entirety, and will include the questions pertaining to the intervening TAM variables, although the intervening variables are not needed to test the research propositions. The major TAM independent variables, Perceived Usefulness and Perceived Ease of Use, are intervening variables in the research model for this study. As such, they are not directly involved in the testing of the formal research propositions stated in Chapter 2. The items
for these constructs were included for diagnostic purposes, if necessary, and to provide data for a follow-on study. The complete instrument will be used in order to avoid potential impacts on the instruments established validity and reliability.

The Davis TAM questions were adapted for the maintenance support tool set. This involved changing only the wording of the questions to include the proper local names of the tools. Therefore, it was also necessary to have slightly different questionnaires for the different organizations. The questions for each of the following sub-sections may be found in Appendix A.

### 2.1.1 Perceived Usefulness

The Perceived Usefulness is one of the key constructs in the TAM model. This construct is the intersection between the Fit and Usage portions of the research model. The formation of perceived fit is posited to lead to Perceived Usefulness. The construct is defined as follows:
... the degree to which a person believes that using a particular system would enhance his/her job performance. (Davis, 1959)

This construct was assessed using the 6 questions from Davis (1989).

### 2.1.2 Perceived Ease of Use

This construct is a very important part of the TAM model. The research model for this study posits that the programmer's prior experience with the software tool largely determines the perceived ease of use. This construct is essentially co-equal in the Davis conception of the external variables which drive usage. It is defined as:
... the degree to which a person believes that using a particular system would be free of effort. (Davis, 1989)

It was assessed using 4 questions from Davis (1989).

### 2.1.3 Attitude Towards Tool Use

In the Theory of Planned Behavior, attitude towards a behavior is the key predictor variable for actually engaging in the subject behavior. The work of Davis in the development of the TAM model expanded Ajzen's conception of external variables to be Perceived Usefulness and Ease of Use. Attitude toward tool use remains in the model as an intervening variable. It is defined as:
affective response to desirability of tool use for task

Davis (1989) and Mathieson (1991) assess this variable using three questions.

### 2.1.4 Intention To Use Tool

While this construct is not explicitly used in research questions discussed in chapter 2, it is a key intervening variable in the Davis model. As noted above, it is usually employed as proxy for actual usage. It will be included in the survey in order to provide a measure against which to compare newly developed measures of self reported usage. It is defined as:
the user's inten to engage in tool usage for the task

It is measured with 3 questions from Davis (1989).

### 2.1.5 Actual Tooi Use

As noted above, the Davis TAM model does not have an established measure for actual tool usage. Intention to use the tool is the customary outcome variable in studies employing the Davis TAM model. In this study we have the opportunity to survey the
user both before and after the prospective use of the software. The Intention to Use questions will be included in questionnaire 2. Self reported actual use questions were included in questionnaire 3. For the actual use of the software, we adopt the following definition :
the level (amount) of tool use for a particular task.

This construct will be operationalized with questions from Guinan (1992) which assess the amount of time spent using the tool. The dependent variable, Tool Use, is computed as the mean of the use levels of each maintenance tool reported used by the programmer for a particular project. The level of use is reported as a seven point scale. Programmers were able to specify up to ten maintenance tools.

### 2.2 Task-Technology Fit

In this study Fit is modeled as the matching of two sets of variables. This approach conceives of fit as the result of the correspondence of two variables. In this research context, fit is primarily the result of the correspondence of task and technology factors, and less a function of either task or technology alone. An alternative approach to the modeling of fit as matching is the interaction approach (Venkatraman, 1989). If we viewed the presence of maintenance tools as enhancing the maintenance process, an interaction model would be the preferred conceptualization of fit. In addition, although it still would be possible (albeit not preferable) to specify an interaction relationship, the use of a matching approach to modeling fit allows us to avoid the colinearity problems inherent in interaction models (Venkatraman, 1989).

After Venkatraman (1989), the following relationship is stated:

$$
\text { Fit }=f(\text { task, technology, |task }- \text { technology } \mid)
$$

This expression states that fit is a function of the task, the support technology, and the correspondence between these variables. We posit that of these three variables, the dominant determinant of fit is the correspondence between task and technology This assumption will be tested empirically.

Following an approach suggested by Goodhue (1992a) fit was measured in two ways. First, a new instrument was employed to measure specific dimensions of the maintenance task and the supporting technologies. The result of these measurements are used in the calculation of specific fit between task and support technology, using the above expression.

Second, using the Goodhue (1992b) approach, general fit between task and supporting technology was measured directly. We developed an instrument to measure general fit based on Goodhue's work.

In the following section, we discuss the variables which are included in the fit portion of the research model.

### 2.3 Perceived Fit

As noted above, we measured maintenance task - technology fit using two instruments. The first approach uses a matching approach where we will measure task and technology characteristics and compute or derive fit using statistical techniques. This we denote as specific fit. The second approach measures fit in a general fashion.

### 2.3.1 Specific (Derived) Fit

The specific fit model which is employed in the study is, technically speaking, a lack of fit model. In such a model the measurements of the variables which are to be "fitted" are
scaled as $z$-scores and an absolute difference is measured. This gives a measure of lack of fit. An absolute difference of zero implies a perfect fit between the variables. High absolute differences imply that fit does not exist (Venkatraman, 1989).

This approach was employed successfully by Bourgeois (1985) in his study of environmental uncertainty and volatility, and by Alexander and Randolph (1985) in their study of nursing organization structure and performance. This approach offers the advantage of allowing an assessment of both statistical significance and magnitude of fit.

Approaches to fit which use a matching model involving subjective appraisal of high and low fit do not allow for assessment of the magnitude of fit; only the existence of fit can be determined statistically. Such an approach to fit analysis, which was used by Vessey and Galetta (1991) and Joyce, Slocum, and Von Glinow (1982), essentially treats Fit as a binary variable. While this approach does clearly separate the effects of high and low fit, it does not help when the degree of fit is not perfect. Since we conceptualize fit as a continuous variable, we employ the difference scores approach to derived fit.

The assessment of Specific Fit requires that we measure dimensions of both task and technology. These variables are discussed in $\$ 2.2 .2$, after the discussion of general fit. There are 9 major categories of potential fit. These 9 categories are formed from a 3 X 3 matrix (see Chapter 2, fig. 9) of the three task activities and the three technology functions. Each of the individual categories will be broken into sub-categories. For example, consider the fit of the task of understanding with the technology function of understanding. Since there are three sub-activities in understanding: planning, knowledge building, and diagnosis, and two teclnology sub-functions: analysis, and representation, there are, therefore, 6 sub-categories of fit between the understanding activity and the understanding function.

### 2.3.2 General Fit

Goodhue (1992b) has developed a fit assessment instrument which is not context sensitive for either task or technology. As such it does not depend on having deep knowledge of the task and is thus useful in the assessment of end user software. It is intended by Goodhue to address some of the well known deficiencies in the user satisfaction instruments (Bailey \& Pearson, 1983; Ives, Olson \& Baroudi, 1983). Specifically, Goodhue is seeking to address the fact that the satisfaction instruments address affect as a determinant of behavior and ignore other rationally held beliefs. For example, a person may not "like" or have positive feelings about a piece of software but may still use the software as it leads to a favorable job or task outcome. Goodhue's instrument attempts to access a person's belief system regarding the possible outcomes which result from software use.

The essential contribution of the Goodhue (1992b) approach to fit is the idea that fit can be measured independently of task or technology. Goodhue's general definition of fit is as follows:
the degree to which an information system assists an individual in performing their task, or the fit between lavk requirements and the fimctionality of the IS environment.

This definition contains two alternative conceptualizations of fit. The latter we use in the measurement of specific fit. The former, we will use as the basis of general fit.

We created a series of questionnaire items which measure the degree to which the maintenance tool set assists the programmer in accomplishing the understanding task, the modification task, and the coordination task. This questionnaire was more specific and tailored to the task than the prototype Goodhue instrument. However, it is much less
context dependent than the specific fit instrument. The administration of the general fit questionnaire was part of survey 3 as a measure of "achieved" fit.

Goodhue's (1992b) model of fit contains 12 dimensions of fit which are grouped into 3 major categories. The major categories are Identification of data, Access to data, and Integration and Interpretation of data. The major and minor categories will be employed as measures of fit.

As noted above, the use of this instrument will give us a measure of fit against which to compare the results from the specific task model. The general fit instrument provides an alternative view of fit and thus a second perspective.

### 2.4 Principal Fit Variables

As noted above, the task - technology fit model posits the matching of two major sets of variables, task and technology.

### 2.4.1 Maintenance Task

In chapter 2, three activities which constitute the maintenance task were identified. These are understanding, modification and coordination. We use Vessey's (1986) descriptions in the development of an initial set of questions covering understanding and modification. Respondents were asked to report the relative frequency of each type of action. The work of Vessey (1985b; 1986) clearly identifies specific actions which make up the major activities of understanding and modification. Vessey recorded these actions during protocol analysis sessions. While her specific intent was to understand the differences between expert and novice debugging behaviors, she also developed a description of the actual types of actions engaged in by all maintainers. The third type of activity is
coordination. Questions to assess this dimension were developed based on interviews with maintainers (see Appendix A).

These questions were part of survey 3 , which was administered after each maintenance project was completed.

### 2.4.2 Maintenance Technology

Henderson \& Cooprider (1990) provides a description of the basic functions present in design support software (CASE). The two major categories of functionality are Production, and Coordination. Since software maintenance is essentially a design problem as argued in chapter 2, we employed items from the Henderson \& Cooprider instrument with appropriate modifications for terminology and minor functionality differences. The selection and modification of relevant items from Henderson and Cooprider was the starting point for the MSFM instrument development process. The programmer was asked to assess the functions available in the software tool set, and the tool set's ability to accomplish each basic function.

These questions were designed to elicit a priori the functionality anticipated by the programmer to be necessary and available in the tool to address maintenance problems and complete the assigned projects. These questions were included in survey 1 which was administered once at the beginning of the data collection period. Since the tool characteristics will not change during the data collection period and the progremmers' perceptions of the tools are expected to remain relatively unchanged over the data collection period, these questions were administered at the beginning of the study and not for each project.

### 2.5 Fit Moderating Variables

In addition to the major fit variables, task and technology, there is also a set of fit moderating variables. These include experience with task and experience with technology.

### 2.5.1 Experience With Task

Experience with the maintenance task at hand is a factor consisting of two variables. The first variable is the experience level with the subject software. The second variable is the experience level with the type of bug to be corrected or modification to be made.

Questions to assess each of these variables were asked for each project. The level of experience is again defined as:
... the amount of prior experience with similar tasks.

The experience level was operationalized with variables which record the number of times the subject has worked on the system, total number of hours spent in the past, and a self report of expertise. In addition, we asked these questions about similar problems in other systems rather than about the system being maintained. These experience questions were included in survey 2 which is collected at the beginning of each project. Experience with maintenance is also a basic demographic question which were assessed in survey 1 .

### 2.5.2 Experience With Software Maintenance Tool

Experience with the various types of software maintenance tools was measured once at the beginning of the data collection process. The respondents were asked to identify the packages with which he/she had experience. Experience is defined simply as:
... the amount of prior experience with softivare maintemance tool

The operationalization of experience was the number of prior hours spent using the software maintenance tool. The users were asked to estimate the amount of time spent using the tooi. The users were also asked to rate their level of experience in using the software maintenance tool. In a similar manner the users rated their experience level with alternative methods, including both automated and manual. These questions were included as part of survey 1 .

### 2.6 Control Variables

The discussion of the research model in Chapter 2 and the above discussion identifies a number of independent variables, and a series of intervening and moderating variables, in the area of task and technology which we believe predict the dependent variable, software tool usage. It is possible, however, that any of a number of other environmental and subject variables which are not explicitly part of the model may explain variance observed in the dependent variable. These variables are grouped into four categories and are discussed below. The questions for each of these categories are listed in Appendix A.

### 2.6.1 Maintenance Task Type

Software maintenance can be divided into two types, debugging and enhancement (Pennington \& Grabowski, 1990). While the research model does not include task type as an independent or moderating variable, we believe that the literature is incomplete regarding the differences between these types of maintenance. Vessey (1986) asserts that her debugging function and activity models should apply to enhancement maintenance as well. While this judgment appears well founded, the question has yet to be examined empirically. Therefore, this variable is included in the study as a control variable. It was
operationalized with survey questions which were included in the assessment of task characteristics in survey 3 and in the second informant survey.

### 2.6.2 Maintenance Complexity

A key assumption of the research model discussed in chapter 2 is that the model applies only for those tasks which are complex. The question as to what constitutes a complex maintenance task is described in the software engineering literature. For example, maintenance projects which involve large systems, extensive modifications, obsolete documentation, 2nd generation languages, etc., are considered to be complex. (Gremillion, 1984; Vessey \& Weber, 1983).

The principal factors or variables which make up task complexity are task ambiguity, task variability, task uncertainty, task interdependence, and task scale (Campbell, 1988). Maintenance complexity was assessed for each project using a brief set of questions developed from the task complexity literature by Guinan (1992).

### 2.6.3 Demographics

It is customary in most research projects to collect basic demographic information regarding the participants. The usual variables include age, sex, education level, major in school, total job experience, experience in current job type, and current job tenure. Under normal circumstances age, sex, and education level are not expected to be significant predictors of software usage. However, it is possible that the education and experience factors may become significant. It was necessary to collect data on these factors in order to be able to statistically control for their effects, if any. Basic demographic data was collected in the first survey.

### 2.6.4 Social Norms

Social norms represent, in one sense, the demographics of the group in which the maintenance programmer analyst exists. In our discussion in Chapter 2 of subjective norms in the TRA model, we explored the non-significance of subjective norms in the TAM model, and consequently their absence. Note that the subjective norms factor includes social norms as the maintainer perceives them. There are several potential reasons why subjective (social) norms were not significant in the development of the TAM model and instrument. One of the candidate explanations is that the norms were (are) relatively constant within a group of respondents. This was also expected to be true in this study of software maintainers. However, as our research design called for several groups of programmers in different organizations, it was prudent to collect subjective norm data. The instrumentality chosen for this factor was that of Mathieson (1991). This data was collected along with basic demographics in survey 1 .

## 3. Development and Validation of Instruments

In this section, we briefly discuss the contents of the three programmer questionnaires, the contents of the two second informant questionnaires and the procedures for their development and validation.

This study employed 5 separate questionnaires. The questions for these instruments were derived in large part from published works. A questionnaire containing selected items from survey I and survey 3 was administered to the second informant (the project manager) for each project. In addition, a second informant demographics and experience questionnaire is administered to the programmer's manager at the same time the
programmer is completing his or her own demographics questionnaire (survey 1 ). The placement of constructs in questionnaires is illustrated in figure 3.1.

The TAM Questionnaire (Davis, 1985) was used with minor modifications as noted earlier. This instrument has established reliability and demonstrated validity, and needed minimal work to prepare it for use in this study such as the changing of the names of software packages to reflect local terminology.

The area of maintenance task activities did not have an established instrument. Vessey's (1986) protocol analysis paper served as the starting point for the development of the items for this instrument for the understanding and modification activities. References in the problem solving, debugging, and program understanding literature's were also consulted for descriptions of activities in the debugging process. An extensive list of debugging activities was constructed, and from this list several items were constructed for each activity. The preliminary list of activities and items was examined by a group of 4 experienced maintainers and managers to identify both missing activities and irrelevant activities and items.

The development of the items for the assessment of maintenance tool functionality proceeded along similar lines. In this case the FCTM questionnaire (Henderson \& Cooprider, 1990) served as a starting point for this activity.

### 3.1 Pre-Test of Instrument(s)

A final pre-test of the full set of instruments was arranged with a workgroup from organization B which had members who are experienced in the use of the same tools to be used in the main study. The programmers and analysts who participated in the pre-test did not participate in the main data collection activity. The pre-test data was discarded.

Participants were asked to respond to the items based on their current maintenance activity. In the pre-test version of the instruments, scales for rating understandability, and meaningfuiness were included for each item. In addition, free form comments were solicited from respondents. The manager of the group was also interviewed to identify problems with individual items and to identify potential operational problems with the instrument distribution and collection scheme.

The goals of the pre-test were to identify items which were vague or ambiguous and to conduct an operational test of the instruments. As a result of the pre-test, several items were re-written. In addition, the instructions for the administration of the instruments, and the cover pages for the instruments were re-written.

### 3.2 Threats to Validity \& Reliability

The validation of the instruments as discussed above does not address, at least completely, threats to validity due to method bias. In one sense method bias cannot be eliminated as it is inherent in any measurement, however it can be managed through a number of techniques. In the measurement of a single construct, method bias is effectively dealt with through the demonstration of convergent and discriminant validity. Employing multiple measures and multiple methods for the single construct essentially cancels out method bias effects.

Method bias becomes problematic even with measures validated as above when several related constructs are measured using the same method at the same time. In this study this type of method bias is addressed through the design of the data collection protocol. In figure 3.1 below the principal constructs (variables) are listed in the first column. The data sources for the study are: three programmer surveys, project documents, and second
informants surveys. An ' X ' in a cell of this table indicates that a variable will be measured using that method. Note that surveys 1-3 are done at different times.

The primary data collection methods are the survey, and examination of project documents. The second informant and interview techniques are added to obtain a second measurement of the indicated variables in order to control for method bias. Note that specific fit is a derived (computed) measure based on task and tool characteristics. These variables are measured at different times using multiple methods. In addition, the second operationalization of fit, general fit, allows us to further control for method bias in the measurement of fit. It is not computed, but is measured in both survey 2 and survey 3 .

Four of the variables in the above table are measured only in survey 2. These are the TAM variables, Perceived Usefulness, Perceived Ease of Use, Attitude towards tool use, and Intention to use the tool. The TAM model has been extensively tested and the standard items which measure these constructs show high discriminant and convergent validity. Since the properties of this instrument is well known, and these variables do not appear directly in the research questions, the survey method is sufficient. Method bias will not be an issue since the two variables most susceptible, attitude towards tool use, and intention to use the tool are not of interest in this study. They appear in the model only for completeness. The variables perceived usefulness and perceived ease of use are of interest and may be examined further than the formal research questions immediately imply. However, these two constructs represent intervening variables in the model and are measured at different times and with different methods that those variables immediately succeeding or preceding in the posited causal chain.

| Method IVariable | Survey 1 | Survey 2 | Survey 3 | 2nd. <br> Informant <br> Survey \#1 | 2nd. <br> Informant <br> Survey \#2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Tool Use |  |  | $X$ |  |  |
| Use Intention |  | $X$ |  |  |  |
| Specific Fit | derived |  | derived |  |  |
| General Fit |  | $X$ | $X$ |  |  |
| Task Experience |  |  | $X$ | $X$ |  |
| Tool Experience | $X$ |  |  | $X$ |  |
| Task <br> Characteristics |  |  | $X$ |  | $X$ |
| Tool <br> Characteristics | $X$ |  |  |  | $X$ |
| Task Complexity |  |  | $X$ |  | $X$ |
| Social Norms | $X$ |  |  |  |  |
| Demographics | $X$ |  |  |  |  |

Research Alethod - Variable Matrix
Figure 1

### 3.3 Item \& Scale Development

The instrument development was concerned with issues of instrument reliability and validity. The use of published instruments with previously demonstrated reliability and validity was employed for several constructs. The TAM and FCTM items fall into this category. The constructs of experience with task, general maintenance experience, and task complexity, and general fit have measures which have been used in heretofore unpublished studies and have shown satisfactory reliability (Goodhue, 1992b; Guinan, 1992).

The constructs of maintenance task however did not have validated measures. The process of item development was discussed above. The use of multiple independent experts in maintenance to refine the items was sufficient to demonstrate face validity. In addition feed-back from the pre-test process was used to refine the wording of some items.

The assessment of instrument reliability was performed using Cronbach alpha coefficients (Cronbach, 1951). A summary of these results appears in Appendix A together with the final items for each construct in the model. All but two construct measures achieved minimally acceptable Alpha scores of 65 or greater (DeVellis, 1991). Many measures achieved Alphas of .75 or greater. In the sections below, Cronbach alpha coefficients are displayed as the diagonal element of correlation tables which show Pearson Correlation coefficients for closely related constructs and variables. In addition these tables contain basic statistical descriptives.

Assessment of discriminant and convergent validity was accomplished primarily through the use of factor analysis ${ }^{-1}$ of construct items. For the most part, items separated cleanly into factors. It was necessary in a limited number of cases to delete one or more items from the original scale to achieve a cleaner separation of items into factors. In the sections which follow, the circumstances for each construct are briefly discussed. The results depicted show the final result after the deletion of any items, which are the constructs used on the analysis described in Chapter 4

### 3.3.1 Software Maintenance Activity Model

The Software Maintenance Activity Model consists of a total of six types of activities, divided into three classes. The first class is Understanding, consisting of Bug-Related, Knowledge Building, and Planning Activities. The second class is Transformation activity. Finally, there is Coordination, consisting of Control and Cooperation Activities. Table 1 shows the correlations of these constructs and their descriptive statistics. All items were

[^11]measured using a seven point scale. Responses for the items were averaged to produce a construct score.

| Variable Descriptives \& Correlations $\dagger$ | \# of items | Mean | S. D. | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.Bug Related Activity | 4 | 4.34 | 1.88 | (.81) |  |  |  |  |  |
| 2. Knowledge Building Activity | 5 | 3.31 | 1.59 | .37** | (.78) |  |  |  |  |
| 3. Planning Activity | 6 | 3.32 | 1.59 | .38** | .44** | (.68) |  |  |  |
| 4. Transformation Activity | 5 | 3.45 | 1.82 | .40** | .42** | .34** | (.68) |  |  |
| 5. Control Activity | 2 | 5.11 | 1.84 | . 07 | -09 | $-.16$ | . 07 | (.71) |  |
| 6. Cooperation Activity | 4 | 2.60 | 1.96 | .38** | . $35^{* *}$ | . $37 \times{ }^{* *}$ | .56** | . 14 | (.78) |
| $\pm n=74$, Cronbach's $\alpha$ on diagonal | - Signif. LE . 05 |  |  | **-Signif. LE . 01 |  | (2-tailed) |  |  |  |

Table 1

### 3.3.1.1 Understanding Activities

The understanding class of activities consists of three types of activities: "bug-related", planning, and knowledge building. Table 2 shows the factor analysis of these items.

| Item | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bug Related-1 | . 86 |  |  |  |  |
| Bug Related-5 | . 78 |  |  |  |  |
| Bug Related-2 | . 78 |  |  |  |  |
| Bug Related-4 | . 54 |  | . 51 |  |  |
| Planning-4 |  | . 84 |  |  |  |
| Planning-3 |  | . 69 |  |  |  |
| Planning-5 |  | . 68 |  |  |  |
| Planning-6 |  | . 47 |  |  |  |
| Knowledge Building-10 |  |  | . 88 |  |  |
| Knowledge Building-8 |  |  | . 68 |  |  |
| Knowledge Building-4 |  |  | . 61 | . 55 |  |
| Knowledge Building-7 |  |  |  | . 79 |  |
| Knowledge Building-1 |  |  |  | . 78 |  |
| Planning-1 |  |  |  |  | . 85 |
| Planning-2 |  |  |  |  | . 83 |
| Eigenvalue | 4.21 | 2.35 | 1.54 | 1.23 | 1.10 |
| \% Variance | 28.1 | 15.7 | 10.3 | 8.2 | 7.3 |
| factor loadings < .45 suppressed |  |  |  |  |  |

Table 2

The original list of items contains 6 items for Bug-related activity, 6 items for planning, and 16 for Knowledge Building. We used an extended list of items because no items or
items descriptions had been published for these constructs. The final set of items was based on inter-correlation analysis and factor analysis.

This analysis clearly indicates that the items for the three constructs separate cleanly from each other. However, both Knowledge Building and Planning separate into two distinct factors each. This result is not entirely surprising because the original description of these activities identified several sub-categories of activities (Vessey, 1986). We conclude that these items show adequate discriminant and convergent validity. Also note that Table 1 shows these constructs to have Cronbach $\alpha$ ranging from .68 to .81 . This indicates a reliable measure for these constructs.

### 3.3.1.2 Transformation Activities

Transformation activity is the second major category of maintenance activity. Factor analysis, as shown in Table 3, indicates that the items load on a single factor. All original items have been retained in the final measure. An inspection of Table 1 indicates an acceptable Cronbach $\alpha$ of .68 . We conclude that the measure is reliable and shows convergent validity. However, an inspection of Table 1 indicate that this construct shows strong and significant correlation with other constructs. This measure may have a problem in the area of discriminant validity. However, this is not conclusive. It was expected that the transformation activity and the understanding activities would be correlated due the fact that these processes appear to be dependent on each other.

| Item | Factor 1 |
| :--- | :---: |
| Transformation Activity $\mathbf{5}$ | .79 |
| Transformation Activity - 1 | .73 |
| Transformation Activity - | .70 |
| Transformation Activity - | .59 |
| Transformation Activity - 2 | .51 |
| Eigenvalue | 2.24 |
| \% Variance | 44.8 |

Table 3

### 3.3.1.3 Coordination Activities

Coordination consists of two types of activity, cooperation and control. The initial list of items for control was reduced to two items from five. All original cooperation items were retained. The resulting factor analysis shown in Table 4, shows two cleanly separated factors. In addition, the Cronbach $\alpha$ for Control was .71, and . 78 for Cooperation.

| Item | Factor 1 | Factor 2 |
| :--- | :---: | :---: |
| Cooperation Activity - 2 | .84 |  |
| Cooperation Activity - | .81 |  |
| Cooperation Activity - | .73 |  |
| Cooperation Activity - 1 | .69 | .87 |
|  |  | .87 |
| Control Activity -2 |  | 1.51 |
| Control Activity -3 | 2.47 | 25.2 |
|  |  |  |
| Eigenvalue |  |  |
| \% Variance |  |  |
| factor loadings < .5 suppressed |  |  |

Table +
We conclude that the measures for Coordination are reliable, and show acceptable evidence of convergent and discriminant validity.

Overall the items developed for the Software Maintenance Activity Model appear to be reliable. In general, there is adequate evidence of discriminant and convergent validity.

### 3.3.2 Maintenance Tool Functionality

The FCTM model provided the starting point for the development of the items for the measurement of Maintenance Tool Functionality. The descriptions of the sub-functions provided by Henderson and Cooprider (1990) were used to develop several items for subfunctions. The understanding function consists of the analysis and representation subfunctions. The Coordination Function consists of the Control and Cooperation subfunction. The transformation function is not divided into sub-functions. The final items can be found in Appendix A. Table 5 below displays the inter construct correlations and descriptive statistics. Cronbach $\alpha$ for the scales ranged from a low of .69 to .92 .

| Variables Descriptives \& Correlations $\dagger$ | \# of items | Mean | S.D. | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.Analysis Sub-Function | 2 | 2.39 | 1.95 | (.69) |  |  |  |  |
| 2.Representation Sub-Function | 3 | 1.93 | 1.72 | . 23 | (.88) |  |  |  |
| 3. Transformation Sub-Function | 3 | 1.84 | 1.77 | . 15 | . $35{ }^{*}$ | (.80) |  |  |
| 4. Control Sub-Function | 4 | 2.43 | 2.00 | .50** | .40* | . 24 | (.92) |  |
| 5. Cooperation Function | 3 | 2.65 | 2.11 | .64** | . 33 | . 12 | .47** | (.91) |
| $t n=36$, Cronbach's $\alpha$ on diagonal | - Signif. LE . 05 |  | **-Signif. LE . 01 (2-tailed) |  |  |  |  |  |

Table 5

### 3.3.2.1 Understanding Functions

The Understanding Function consists of two sub-functional categories, Analysis and Representation. Table 6 displays a factor analysis of these items. Of all original items, one in the analysis sub-function category was deleted. The factor analysis indicates the factors separate cleanly. Cronbach $\alpha$ for Analysis was .69. It was . 88 for representation.

| Item | Factor 1 | Factor 2 |
| :--- | :---: | :---: |
| Representation Sub-Function -2 | .92 |  |
| Representation Sub-Function -1 | .90 |  |
| Representation Sub-Function -3 | .86 |  |
|  |  | .88 |
| Analysis Sub-Function -3 |  | .88 |
| Analysis Sub-Function -1 |  | 1.43 |
| Eigenvalue | 52.5 | 28.6 |
| \% Variance |  |  |

Table 6

We conclude that the item scales show acceptable reliability. There is evidence to suggest that the items have acceptable discriminant and convergent reliability.

### 3.3.2.2 Transformation Function

As in the case of the factor analysis for the Transformation Activities, the factor analysis in
Table 7 indicates that the Transformation Function items do not separate into factors.
This is the expected result. All original items were retained.

| Item | Factor 1 |
| :--- | :---: |
| Transformation Function -3 | .91 |
| Transformation Function -1 | .85 |
| Transformation Function -2 | .77 |
| Eigenvalue | 2.14 |
| \% Variance | 71.5 |

Table 7
The Cronbach $\alpha$ for Transformation is .80. We conclude that the scale shows acceptable reliability. Since the items form a coherent factor, we may conclude that the items have convergent validity. An inspection of Table 5 indicates a general lack of correlation between the Transformation function and other functions with the sole exception of Representation. We conclude that this scale has acceptable discriminant validity.

### 3.3.2.3 Coordination Function

The coordination function items were factor analyzed as shown in Table 8. The subfunctions Control and Cooperation clearly separate into two distinct factors. All original items were retained.

| Item | Factor 1 | Factor 2 |
| :--- | :---: | :---: |
| Control Sub-Function -2 | .91 |  |
| Control Sub-Function -3 | .90 |  |
| Control Sub-Function -1 | .84 |  |
| Control Sub-Function -4 | .73 | .93 |
|  |  | .85 |
| Cooperation Sub-Function -2 |  | .85 |
| Cooperation Sub-Function -3 |  | 1.22 |
| Cooperation Sub-Function -1 |  | 17.5 |
| Eigenvalue | 4.61 |  |
| \%Variance | 65.9 |  |

Table 8

The Cronbach $\alpha$ coefficients are . 91 and .92. We conclude that these scales are highly reliable. In addition, since the factors separate cleanly, we conclude that the scales have acceptable discriminant and convergent validity.

### 3.3.3 Moderating Variables

The research model contains three categories or classes of moderating variables. These are Task Complexity, Task Experience, and Experience with Maintenance Tools. The approach for the analysis of the items and scales for each of these classes is described below.

### 3.3.3.1 Task Complexity

The analysis of Task Complexity was approached in the same manner as the analysis of Maintenance Activities and Software functions described above. Originally, a multiple informant approach was taken to the measurement of these constructs. However, the
second informant measures, obtained from the team leader or manager of the programmer, proved to have poor reliability and failed to separate into factors. We concluded that these measures lacked discriminant or convergent validity. A likely explanation is that the programmer's manager lacks intimate knowledge of the actual task faced by the programmer. Table 9 shows the construct correlation coefficients and descriptive statistics for the Task Complexity items obtained from the programmers. The items, which were modified to reflect maintenance activities, were obtained from an unpublished study (Guinan, 1992).

| Variables Descriptives \& Correlations $\dagger$ | \# of Items | Mean | S.D. | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.Task Ambiguity | 4 | 1.93 | 1.38 | (.81) |  |  |  |  |
| 2. Task Interdependence | 3 | 5.28 | 1.45 | -.40** | (.72) |  |  |  |
| 3. Task Scale | 3 | 2.86 | 1.28 | .46** | -.32* | (.72) |  |  |
| 4. Task Uncertainty $\ddagger$ | 2 | 3.42 | 1.43 | .39** | -. 11 | .55** | (.48) |  |
| 5. Task Variability | 2 | 4.71 | 1.91 | . $26{ }^{*}$ | -. 02 | .27* | .49** | (.41) |
| $\dagger n=74$, Cronbach's a on diagonal $\ddagger$ Deleted (Discriminant Validity) | - - Signif. LE .05 |  | "' - Signif. LE . 01 |  | (2-tailed) |  |  |  |

Table 9

It is noted that Task Uncertainty and Task Variability show low Cronbach $\alpha$. We conclude that these measures are unreliable. In addition, an inspection of an item level correlation matrix showed that the Task Uncertainty items correlated heavily with many other items in different constructs. Factor analysis also confirmed that these items did not separate into a unique factor. Table 10 shows a clear separation of the remaining factors with the Task Uncertainty items deleted. All other original items are retained.

| Item | $\begin{gathered} \text { Factor } \\ 1 \end{gathered}$ | Factor 2 | Factor 3 | Factor 4 |
| :---: | :---: | :---: | :---: | :---: |
| Ambiguity -3 | . 81 |  |  |  |
| Ambiguity -1 | . 80 |  |  |  |
| Ambiguity -2 | . 73 |  |  |  |
| Ambiguity -4 | . 70 |  |  |  |
| Interdependence -1 |  | . 86 |  |  |
| Interdependence -2 |  | . 80 |  |  |
| Interdependence -3 |  | . 66 |  |  |
| Scale -3 |  |  | . 86 |  |
| Scale-2 |  |  | . 75 |  |
| Scale - 1 |  |  | . 66 |  |
| Variability -2 |  |  |  | . 87 |
| Variability -1 |  |  |  | . 65 |
| Eigenvalue | 4.32 | 1.54 | 1.34 | 1.24 |
| \% Variance | 36.0 | 12.8 | 11.2 | 10.3 |
| factor loadings < 5 suppressed |  |  |  |  |

Table 10
We conclude that these items show evidence of discriminant and convergent validity. With the exception of Task Variability, the remaining scales are reliable.

### 3.3.3.2 Tool Experience

Our approach to the analysis of the tool experience constructs varies slightly from that employed above. For this construct and that of task experience, we posited that a single factor existed a priori. This differs from the earlier approaches which, with limited exceptions, assumed an underlying factor structure based on prior experience or published data. In this analysis we are performing exploratory factor analysis to identify factors within the general construct of Tool Use Experience.

Table 11 displays the factor analysis of these items.

|  | Tool Experience |
| :--- | :---: |
| Tool use frequency | .95 |
| Tool experience level | .93 |
| Tool use total hours | .49 |
| Cronbach $\alpha$ | .72 |
| Eigenvalue | 2.01 |
| $\%$ Variance | 67.0 |

Table 11

This analysis produced one factor. Table 12 displays the correlation coefficients and descriptive statistics for these variables.

| Variables Descriptives \& Correlations | \# of <br> cases | Mean | S.D. | 1 | 2 | 3 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.Tool use total hours | 24 | 2658.8 | 3401.5 | 1.00 |  |  |  |
| 2. Tool experience level | 34 | 4.51 | 1.04 | .19 | 1.00 |  |  |
| 3. Tool use frequency | 36 | 4.47 | 1.35 | -.03 | $.81 * *$ | 1.00 |  |
| $*-$ Signif. LE . 05 | $* *-$ Signif. LE .01 | (2-tailed) |  |  |  |  |  |

Table 12

All variables in this group were measured with seven items scale questions, with the exception of total hours which is expressed in hours. This variable was computed as the total hours of use across all tools. The programmer reported frequency and level of use variables were computed as the mean levels for all tools used.

### 3.3.3.3 Programmer Experience

Programmer experience was approached in much the same manner as tool experience.
However it is recognized that programmer experience may be divided into general maintenance and programming experience and experience with the system being maintained. Table 13 displays the correlation coefficients and descriptive statistics for general maintenance experience. In this case all variables are measured using seven item scales, and were obtained from the manager's assessment of the programmers experience.

|  <br> Correlations | $\#$ <br> Cases | Mean | S.D. | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. Exp. leading Maint. | 33 | 3.30 | 2.16 | 1.00 |  |  |  |
| 2. Formal Edu. In Dev/Maint | 29 | 4.66 | 1.49 | $.57^{* *}$ | 1.00 |  |  |
| 3. Develop. Exp. | 33 | 4.91 | 1.49 | $.65^{* *}$ | $.50^{* *}$ | 1.00 |  |
| 4. Maintenance Exp. | 33 | 5.48 | 1.20 | $.40^{*}$ | $.41^{*}$ | $.72^{* *}$ | 1.00 |
| *-Signif. L.E .05 **-Signif. LE .01 | (2-tailed) |  |  |  |  |  |  |

Table 13
Table 14 displays the correlation coefficients and descriptive statistics for experience with the system being maintained.

| Variables Descriptives \& Correlations | $\#$ <br> Cases | Mean | S.D | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. Exp. with System | 70 | 4.21 | 1.97 | 1.00 |  |  |
| 2. Relative Exp. with System | 70 | 4.29 | 1.86 | $.87^{* *}$ | 1.00 |  |
| 3. Num. of Times Maintained | 71 | 4.03 | 2.22 | $.38^{* *}$ | $.44^{* *}$ | 1.00 |
| - Signif. LE $.05 *$ - Signif. LE .01 | (2-tailed) |  |  |  |  |  |

Table $1+$
Table 15 displays the factor analysis for experience with the specific system being maintained and for the general experience with software maintenance. All variables are measured using seven item scales. Note that the factors separate cleanly and the item scales display high Cronbach $\alpha$.

|  | General Exp. |
| :--- | :---: |
|  |  |
| Exp. leading Maint. | System Exp. |
| Formal Edu. In Dev/Maint | .84 |
| Maintenance Exp. | .80 |
| Develop. Exp. | .77 |
| Relative Exp. with System | .75 |
| Exp. with System |  |
| Num. of Times Maintained |  |
| Cronbach $\alpha$ | .74 |
| Eigenvalue | 2.6 |
| \% Variance | 37.2 |
| factor loadings < . 6 suppressed |  |

Table 15
We conclude that these items display evidence of convergent and discriminant validity.
We also note that the scales are very reliable.

## 4. Data Analysis and Hypothesis Testing

In this section we discuss the statistical methods which will be used to test research propositions presented in Chapter 2, $\$ 3$. Actual results are presented in Chapter 4. In general, two methods are used throughout the analysis: regression and correlation. Some propositions are examined using MANOVA.

The data analysis was conducted using SPSS. Actual SPSS run output, edited to remove extraneous information and messages, is incorporated. Note that final solutions only are displayed. The SPSS output is edited to use meaningful data names.

Regression models are analyzed using both forced entry and a stepwise methodology. Stepwise regression is employed to detect significant variables in the model which are not significant in an ordinary "forced entry" regression due to multi-colinearity between independent variables.

Unless otherwise indicated the method used in stepwise analysis is backward elimination. This method is preferred as it begins with all hypothesized relationships in the model. This methods also tends to leave more variables in the final model, yielding somewhat richer explanations of the variance observed in the dependent variable. This approach also is preferred, since the goal of the regression analysis in this study is explanation rather than prediction.

### 4.1 Tool Usage

Propositions M1 through M5 are concerned with the explanation of maintenance tool usage. The key variables in these propositions, Fit, Task Experience, Tool Experience,
and Task Complexity are represented by multiple questions in the research instrumentation.

Proposition M1) Higher fit between task requirements and tool functionality is associated with higher use of tool.

Proposition M2) Greater experience with tools is associated with higher use of tool.
Proposition M3) Lower expericnce with task is associated with higher use of tool.
Proposition M4) Higher task complexity is associated with higher use of tool.
Proposition M5) For propositions M1, M2. M3 \& M4 above. stated relationship holds regardless of maintenance task type (debugging or enhancement); i.e.. there is no interaction effect between task type and lit. between task type and experience with the tool. or between task type and experience with the task.

Multiple regression analysis will then approach the explanation of usage based on several variables in the model working together rather than in isolation. The 5 propositions above will be tested first using a multiple regression model with all of the independent variables included in the propositions, the moderating variables task type and complexity, and all two-way interactions among the primary factors. The regression model will also be tested using stepwise regression to detect and minimize problems with multi-colinearity. Following is the model which will serve as the basis for our analysis. ${ }^{5}$

$$
\begin{aligned}
\text { (1) ToolUse }=\alpha+ & \beta_{1} \text { LackOfFit }+\beta_{2} \text { TaskExp }+\beta_{3} \text { ToolExp }+\beta_{4} \text { TaskExp*ToolExp } \\
& +\beta_{5} \text { LackOfFit*TaskExp }+\beta_{6} \text { LackOfFit*ToolExp }+\varepsilon
\end{aligned}
$$

In addition to the more complex models, of which equation 1 is an example, several simpler models will be examined. For example, with equation 1 as the full model, we will use a full/reduced model analysis in an effort to judge the efficiency of the simple (reduced) model:

[^12]$$
\text { (2) ToolUse }=\alpha+\beta_{1} \text { LackOfFit }+\beta_{2} \text { TaskExp }+\beta_{3} \text { ToolExp }+\varepsilon
$$

This is the simplest equation implied by the Goodhue Task-Technology Fit model. Other, more complicated models which include the variables in the TAM, perceived usefulness and perceived ease of use, will also be examined.

The linear-additive functional form is the most common in studies which employ the theory of reasoned action and its derivatives. ${ }^{6}$ Other functional forms have been proposed (Melone, 1990). However, in this study the question of functional form is less important than the nature and identity of the variables. In the prior use of the TAM model (Adams, Nelson \& Todd, 1992; Davis, 1989; Davis, Bagozzi \& Warshaw, 1989; Mathieson, 1991) the model employed has been additive or unspecified. The functional form of the relationship among the variables in the Goodhue (1992b) model is unspecified. However, many examples of additive fit models exist in the organizational theory literature (Alexander \& Randolph, 1985).

One of the key macro questions, proposition M5, contained in this study concerns the difference between debugging and enhancement maintenance activities. We conceptualize maintenance type, debugging or enhancement, as a binary (indicator) variable. Task type will be included in the regression model as a independent term and as an interaction term with the other independent variables. By including this indicator variable in the regression model in this manner, we are able to examine whether task type makes a difference for tool use. The following model illustrates the treatment of this variable.

[^13]\[

(3) ToolUse $$
\begin{aligned}
=\alpha+ & \beta_{1} \text { LackOfFit }+\beta_{2} \text { TaskExp }+\beta_{3} \text { ToolExp }+B_{4} \text { TaskType } \\
& +B_{5} \text { TaskExp*TTolExp }+\beta_{6} \text { LackOFFit*TaskExp } \\
& +B_{7} \text { LackOfFi**ToolExp }+\beta_{8} \text { TaskType*LackOfFit } \\
& +B_{9} \text { TaskType*TaskExp }+B_{10} \text { TaskType*ToolExp }+\varepsilon
\end{aligned}
$$
\]

A reduced model will also be tested without interaction terms in the same way as equation 1 was examined with equation 2 to determine the efficiency of the reduced model.

The analysis of the effect of maintenance task type is accomplished through a test of coincidence (Kleinbaum, Kupper \& Muller, 1988). As in any model which employs indicator/binary variables, the actual model implies the possibility of two different regression lines. The test of the model inquires whether the two lines are statistically different. If this is shown, then the conclusion can be made that the indicator variable has a significant effect. It is expected that task type will not be shown to have a significant effect on usage.

It is expected that task complexity will have a significant effect on usage through both the main effect and interaction effects.

### 4.2 Nature of Fit

Propositions F1-F4, from chapter 2, examine the nature of fit between task demands and tool functionalities. The principal modes of analysis of these associations will be the correlation of factor scores and regression.

Proposition Fl) The maintenance activity, Understanding ${ }^{7}$, is primarily supported by tool function, Understanding ${ }^{8}$; i.c., the two-way interaction effect on usage between the understanding activity and the understanding function is higher (stronger) than any other two-way interaction effects between the understanding activity and any other column of Figure 9 (Chapter 2), or the understanding function and any other row of Figure 9 (Chapter 2).

Proposition F2) The mainenance activily. Modification. is supported by tool the Maintenance tool functions: i.c., the two-way interaction effect on usage between the modification activity and the modification function is higher (stronger) than any other two-way interaction effects between the modification activity and any other column of Figure 9 (Chapter 2). or the modification function and any other row of Figure 9 (Chapter 2).

Proposition F3) The maintenance activity. Coordination, is supported by tool function Coordination": i.c., the two-way interaction effect on usage between the coordination activity and the coordination function is higher (stronger) than any other two-way interaction effects betwecn the coordination activity and any other column of Figure 9 (Chapter 2), or tlic coordination function and any oller row of Figure 9 (Chapter 2).

In these questions, the phrase "... is primarily supported by" implies that particular tool function is more useful or is used more frequently than the other functions. A significant correlation between an activity and the use of a particular function would be a strong indicator that the function supports the activity in question and, if more so than the other functions, it can be said to provide primary support. However, note that we are not attempting to demonstrate causal relationships in this analysis.

Proposition F4 below and proposition F5 examine the issue of the difference between debugging and simple enhancement maintenance. Regression models with indicator variables are used as described earlier. A significant effect of maintenance type would indicate that the processes debugging and modification are different. Additional

[^14]information as to how the debugging and modification processes differ would be available in such an analysis.

Proposition F4) For propositions F1-F3, stated relationships hold regardless of maintenance lask type (debugging or cuhancement).

The next proposition is another companion for propositions F1-F3. It states that although a primary relationship may exist between function and activity, secondary relationships may exist as well. For example, the planning activity may be primarily supported by the analysis function. However, representation may also play a significant role. The analysis will be the correlation of variable scores. This proposition implies that secondary support relationships may also exist.

Proposition F5) For propositions FI - F3. all activity will (likely) be supported by a tool function other than that stated (ex. other function may have significant regression coefficient but of lower magnitude).

### 4.3 Nature of Maintenance Task

The final set of propositions, T1-T2, are concerned with the differences between debugging and enhancement maintenance.

Proposition Tl) The proportion (relative frequency) of maintenance sub-activities is the same for cither type of mainenance lask.

Proposition T2) The proportion (relative frequency) of maintenance sub-activities is the same regardless of software complexity factors:
a) type of application (on-line, batch, mixed)
b) age of system
c) previous maintenance history (low. high)
d) application langunge lype ( 3 rd. 4 (h).
c) data cnvironment (file. databise).

We will test for differences in the set of variables between these two populations using MANOVA.

## 5. Conclusion

This chapter has discussed the research method to be employed in this study. The basic operationalizations of the variables, data collection, instrument development, and data analysis procedures were discussed.

## Chapter 4

## Data Analysis ~ Results

## 1. Introduction

This chapter presents the principal results of the study. The major focus of this chapter, and of the entire dissertation, is the first set of propositions. These five propositions investigate the association between tool usage and the explanatory variables, TaskTechnology Fit, and Experience with the Software Tools. It is organized around the analysis of the three major groups of research propositions: Tool Use (Propositions M1M5), Maintenance Support (Propositions F1 - F4), and The Nature of Maintenance Tasks (Propositions T1-T2). In this chapter we continue with the convention used in earlier chapters of presenting each research proposition informally, describing the expected result, rather than the as a formal null hypothesis.

## 2. Tool Use

This section examines the propositions concerned with the use of maintenance tools. We explore below the impacts of five sets of independent variables, Task-Technology fit, Experience with Software Maintenance Tools, Experience with the Software Maintenance Task, Task Complexity, and Task Type on Tool Use, the dependent variable.

### 2.1 Task - Technology Fit

One of the principal theses of this study is that Task-Technology fit explains software tool utilization. Earlier in Chapter 3, we identified two methods for operationalizing Task-

Technology Fit. The first, which we label the Goodhue Method, is described by Goodhue (1992b). This method directly measures fit through 12 variables which group into three factors. These factors are Data Accessibility, Data Identification, and Data Interpretation. Scores for each factor were computed as the mean of the associated items.

The second operationalization of fit is a matching of the task requirements with the technology environment. The actual computation is accomplished as follows as suggested by Miller (1992):

$$
\text { Fit }=-1^{*} \text { |task attribute }- \text { technology atribute| }
$$

This computation is done for each task - technology pair. In this model there are a total of 26 fit pairs.

The following proposition has been advanced in chapters 2 and 3:
Proposition M1) Higher fit between task requirements and tool functionality is associated with higher use of tool.

It is tested in the two sections which follow. Note that the dependent variable is tool use.

### 2.1.1 Goodhue Method

Following below in Figure 1, we find the regression results for the proposition M1.


Figure 1
The second regression for Proposition M1 follows in Figure 2. It shows the results for a stepwise regression on the same variables in Figure 1.

| (Stepwise Entry) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Multiple R . 50641 |  |  |  |  |
| R Square . 25645 |  |  |  |  |
| Adjusted R Square . 23125 |  |  |  |  |
| Standard Error 1.17766 |  |  |  |  |
| Analysis of Variance |  |  |  |  |
| Regression $\quad 2$ | Sum of Squares28.22255 |  | Mean Square |  |
|  |  |  | 14.111281.38688 |  |
| Residual 59 | 81.82619 |  |  |  |
| $F=10.17480$ | Signif $F=.0002$ |  |  |  |
|  |  |  |  |  |
| Variable B | SE B | Beta | $\tau$ | Sig $\dagger$ |
| Accessibility -. 735834 | . 163128 | -. 717938 | -4.511 | . 0000 |
| Interpretation . 501284 | . 158539 | . 503251 | 3.162 | . 0025 |
| (Constant) 6.632321 | . 551998 |  | 12.015 | . 0000 |

Figure ?
Note that the two regression models used in testing this proposition, of course, agree as to the independent variables which are significant: Accessibility and Interpretation. Whether

Identification is irrelevant or redundant, in either case it cannot be said to add any explanatory ability to the regression model. As the regressions are significant, we may also conclude that tool use and fit are associated. However, the degree of the association, and its direction are inconclusive. Note that the signs of the beta coefficients for the two variables are in opposition. A positive sign implies that higher tool use is associated with a higher degree of the fit attribute. A negative sign implies the opposite. Thus higher accessibility to the tools is associated with lower tool use. Higher Interpretation power is associated with higher tool use. This phenomena is discussed further in Chapter 5. The Adjusted $\mathrm{R}^{2}$ for the model is .23 .

### 2.1.2 Matching Method

In Figure 3, the regression of the computed fit against tool use is shown. Note that for this figure, and subsequent figures showing fit, a fit variable code is employed. A cross reference table of variable names and meaningful descriptions appears in Appendix B. Briefly stated, the fit pair name describes the location of the pair in the task technology matrix. For example, F11A is a fit in the upper left corner of the matrix shown in Table 2, below. In this case it corresponds to the Fit between Bug Related Activity and the Representation Function.

Note that Figure 3 shows the results of the forced entry of all fit pairs into the regression.


Figure 3
Note that while the regression model ${ }^{1}$ above is significant at the .01 level, and the adjusted $\mathrm{R}^{2}$ of the model is .40 , only two of the independent variables are significant at the .05 level. This is highly suggestive of multi-colinearity between the independent variables.

[^15]This problem is addressed using stepwise regression. ${ }^{2}$ The following figure contains this regression.


Figure +

This result clearly shows that the regression is very significant and has a quite respectable adjusted $\mathrm{R}^{2}$ of .51 . In addition, all of the variables in the model are significant at least at the .05 level and at best at the .0000 level, with a single exception that is significant at the .072 level. We conclude that the proposition M1 is supported. We reject the null hypothesis that there is no relationship between fit and tool use. Fit between task and

[^16]technology is associated with tool use. However, the signs of some of the fit variables are negative. This implies that these types of fit lead to lower tool use. Positive signs imply greater tool use with greater degrees fit. It is clear that some types of fit do produce higher use of tools.

### 2.2 Experience with Maintenance Tools

Experience with software tools used in the maintenance process has been proposed as being associated with higher levels of tool usage.

Proposition M2) Greater expericnce with tools is associated with higher use of tool.

Experience with tools was measured with three variables, experience level, prior level of use, and prior hours of use. Each of these variables is a composite; each is computed as the mean of the values reported for individual tools. Finally these variables are combined in the factor Tool Experience by taking the sum of the normalized scores for each variable. The first regression, Figure 5, is the forced entry regression model. The dependent variable is, as before, tool use.

| (forced entry) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Multiple R . 43 | . 43544 |  |  |  |
| R Square . | . 18961 |  |  |  |
| Adjusted R Square <br> Standard Error | $\begin{aligned} & 17160 \\ & .27399 \end{aligned}$ |  |  |  |
|  |  |  |  |  |
| Analysis of Variance |  |  |  |  |
| Regression DF | Sum of Squares |  | Mean Square 17.08864 |  |
|  |  |  |  |  |
| Residual 45 | $73.03784$ |  | 1.62306 |  |
| $F=10.52864$ | Signif $\mathrm{F}=.0022$ |  |  |  |
| -------.........-. Variables in the Equation ------------------ |  |  |  |  |
| Variable B | SE B | Beta | r | Sig $T$ |
| Tool Exper. . 270951 | . 083504 | . 435439 | 3.245 | . 0022 |
| (Constant) 5.632797 | . 187643 |  | 30.019 | . 0000 |

Figure 5

This regression is highly significant and has an adjusted $R^{2}$ of .17. The null hypothesis that there is no relationship between prior experience with tools and tool use is rejected. Proposition M2 is supported; higher experience with tools is associated with higher tool use.

### 2.3 Experience with Maintenance Task

Experience with the maintenance task actually consists of two kinds of experience, general maintenance experience, and experience with the system being maintained.

The principal thesis of this section is that lower amounts of task experience are associated with higher tool use.

Proposition M3a) Lower experimee with the general mantenance task is associated with higher use of tool.

Proposition M3b) Lower experience with system being maintained is associated with higher use of tool.

### 2.3.1 General Experience

General maintenance experience was reported by the programmer's manager.


Figure 6

An inspection of Figure 6 reveals a regression model which is not significant. On this basis we cannot reject the null hypothesis that there is no relationship between general experience and tool use. Proposition M3a is not supported.

### 2.3.2 Experience With System

Experience with the system being maintained was thought to have a negative effect on the level of tool use. The following regression tests this hypothesis. While the previous model tested several aspects of experience with maintenance, including specific system experience, this model uses a measure of experience only with the system being maintained. This data was collected from the manager. Figure 7, below shows the forced entry of the variables in the model.


Figure 7

Note that the Adjusted $\mathrm{R}^{2}$ value for this model is quite low from a practical viewpoint, 0.090 . We reject the null hypothesis that there is no relationship between experience with the system being maintained and tool use. Higher experience with the system is associated with higher tool use. However, since the sign of the beta coefficient for the variable is positive, contrary to that expected, the proposition M3b is not supported by this result.

### 2.4 Task Complexity

Task complexity is included in the overall model as a moderating variable. As such it is treated in statistical analysis in a manner similar to independent variables. The following two regressions, shown in Figure 8 and Figure 9, test the proposition:

Proposition M4) Higher task complexity is associated with higher use of tool.


Figure 8
Note that this regression may involve colinearity between independent variables. The regression itself is significant at the .001 level; the two independent variables not significant the .05 level may be collinear. We turn to the stepwise analysis to clarify the situation.


Figure 9
This regression model shows an Adjusted $\mathrm{R}^{2}$ of .23 , and it is significant at the .001 level. Clearly there was colinearity between Task Ambiguity and Variability. The stepwise algorithm acknowledged this by deleting Ambiguity, thereby increasing the significance of Variability. We note that three of the variables which remain in the model are significant at the .05 level or better. We reject the null hypothesis that there is no relationship between task complexity factors and tool use. There is mixed support for the research proposition M4. The signs of the beta coefficients for the highly significant variables are mixed: two negative, two positive. Task Interdependence and Scale are associated with higher tool use, whereas Task Variability and Task Uncertainty are associated with lower tool use. Any positive sign would support the proposition that an increase in that variable enhances tool use.

Note that this model includes the task uncertainty variable. Our discussion in chapter 3 indicated that this variable was to be discarded as its measure failed to demonstrate
evidence of discriminant validity. The following regression, however, shows the result of excluding this variable.


Figure 10

Figure 10 shows the model without task uncertainty. While the model is still quite significant with an Adjusted $R^{2}$ of .18 , note that task variability becomes significant in this model while it is not in the other models. This indicates that significant colinearity exists between the independent variables in this set of models. We do however, continue to reject the null hypothesis. Proposition M4 has mixed support. Task complexity, at least in the task interdependence aspect, is associated with higher degrees of tool use.

### 2.5 Task Type

Research proposition M5 concerns the effect of task type.
Proposition M5) For propositions MI, M2, M3 \& M4 above, stated relationship holds regardless of maintenance task type (debugging or enhancement); i.e., there is no interaction effect between task type and fit. between task type and experience with the task, or between task type and experience with the tool.

There are two types of maintenance tasks, debugging and enhancement. Each project was identified by the manager as being in one of these two categories. Task type is coded as an indicator variable. In order to test this proposition, it is necessary to re-visit the analysis of the individual propositions. Testing the significance of an indicator variable requires that the indicator variable, in this case Task Type, be introduced into the model as an independent variable, and as an interaction term with other independent variables. In the models which follow, this has been done. In order to simplify the analysis, the interaction terms were limited to those independent variables previously identified as significant. This decision was made on the assumption that components identified as significant would be more likely to interact in the more complex models.

### 2.5.1 Fit - Task Type Interaction

Figure 11 shows the regression model for fit and the effect of task type on Tool Usage. It is a forced entry model. Note that in this and the following figure, we use the fit variable codes. Please see Appendix B for the variable and identifier cross-reference table.


Figure 11
This regression is significant at the .0045 level. However, none of the interaction terms are significant. We test the model further below using a stepwise method to detect and clarify multi-colinearity.


Figure 12
We note that this regression model is highly significant and displays an Adjusted $\mathrm{R}^{2}$ of .521. However, while the model is significant overall, the task type variable did not remain in the model. Two of the interaction terms which remain are significant at the .01 level. Note that Task Type does not appear as a main effect, but does have an impact through two 2-way interactions. We reject the null hypothesis that there is no relationship between task type and tool use. This does not support the research proposition M5.

### 2.5.2 Tool Experience - Task Type Interaction

We test the effect of Task Type with Tool experience variables in the same manner. Figure 13 shows the forced entry of the variables into the model. Figure 14 shows the corresponding stepwise analysis.

| (forced entry) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Multiple R . 42137 |  |  |  |  |
| R Square . 17755 |  |  |  |  |
| Adjusted R Square .11737 |  |  |  |  |
| Standard Error 1.32534 |  |  |  |  |
| Analysis of Variance DF Sum of Squares Mean Square |  |  |  |  |
|  |  |  |  |  |
| Regression 3 | 15.54698 |  | 5.18233 |  |
| Residual 41 | 4172.01710 |  | 1.75651 |  |
| $F=\quad 2.95035$ Sig | Signif $F=.0438$ |  |  |  |
| Variable B | SE B | Beta | $T$ | Sig T |
| Tool Exper. . 248256 | . 096259 | . 397683 | 2.579 | . 0136 |
| Ttype * Tool Ex. -. 026682 | . 599563 | -. 012382 | -. 045 | . 9647 |
| Task Type . 238099 | . 959797 | . 068275 | . 248 | . 8053 |
| (Constant) 5.611170 | . 229805 |  | 24.417 | . 0000 |

Figure 13
This model is significant, but the task type variable and the interaction term are not significant.

| (stepwise) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Multiple R . 41784 |  |  |  |  |
| R Square . 17459 |  |  |  |  |
| Adjusted R Square .15539 <br> Standard Error 1.29647 |  |  |  |  |
|  |  |  |  |  |
| Analysis of Variance |  |  |  |  |
|  DF <br> Regression 1 | Sum of | res | an Squa |  |
| Regression  <br> Residual 43 |  | 629 | 1.680 |  |
| $F=9.09531$ | if $F=$ |  |  |  |
| Variable B | SE B | Beta | I | Sig T |
| Tool Exper. . 260839 | . 086490 | . 417839 | 3.016 | . 0043 |
| (Constant) 5.654531 | . 194468 |  | 29.077 | . 0000 |

Fignre lt
The models presented in Figure 13 and Figure 14 agree. Neither task type nor the interaction term are significant. We cannot reject the null hypothesis that there is no
relationship between task type and tool use. Task type is not associated with tool use.
This supports the proposition M5 that here is no significant effect from task type.

### 2.5.3 Task Experience - Task Type Interaction

The following regression model, illustrated by Figure 15, shows the treatment of task type and task experience.

| (forced entry) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Multiple R . 27588 |  |  |  |  |
| R Square . 076 |  |  |  |  |
| Adjusted R Square .01586 <br> Standard Error 1.37198 |  |  |  |  |
|  |  |  |  |  |
| Analysis of Variance |  |  |  |  |
| Regression $\quad 0 F$  <br>  36 | Sum of 7 | ares | $\begin{array}{r} \text { 1ean Squa } \\ 2.377 \end{array}$ |  |
| Regression  <br> Residual 46 |  | 8748 | 1.882 |  |
| $F=\quad 1.26317$ | gnif $F=$ | 981 |  |  |
| Variable B | SE 8 | Beta | $T$ | Sig T |
| Task Type -3.519989 | 3.253631 | -. 987761 | -1.082 | . 2850 |
| Task Exper -. 030335 | . 041786 | -. 107730 | -. 726 | . 4715 |
| Ttype* Task Ex. . 248236 | . 191322 | 1.176172 | 1.297 | . 2009 |
| (Constant) 6.118857 | . 833166 |  | 7.344 | . 0000 |

Figure 15
This figures shows a regression which is not significant. We cannot reject the null hypothesis that there is no effect of task type. Task type, in this model does not make a difference in tool use. This result supports the research proposition.

### 2.5.4 System Experience - Task Type Interaction

This analysis was repeated using system experience rather than general experience. The result is similar. The first regression model (Figure 16) shows the forced entry of all variables into the model.

| (Forced entry) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Multiple R | . 34949 |  |  |  |  |
| R Square | . 12214 |  |  |  |  |
| Adjusted R Square | . 07051 |  |  |  |  |
| Standard Error | 1.30750 |  |  |  |  |
| Analysis of Variance ${ }^{\text {a }}$ Sum of Squares Mean Square |  |  |  |  |  |
|  |  |  |  |  |  |
| Regression | 3 | 12.13121 |  | 4.04374 |  |
| Residual | 51 | 87.18699 |  | . 70955 |  |
| $F=2.36538$ | Signif $\mathrm{F}=.0818$ |  |  |  |  |
| -....-.-.......-. Variables in the Equation ....-.-.-.-.......... |  |  |  |  |  |
| Variable | B | SE B | Beta | r | Sig $T$ |
| Task Type | 1.528242 | 2.033387 | . 438634 | . 752 | . 4558 |
| System Exper. | . 092904 | . 038833 | . 345995 | 2.392 | . 0205 |
| Ttype * Sys. Ex. | -. 090442 | . 133030 | -. 405441 | -. 680 | . 4997 |
| (Constant) | 4.575167 | . 472674 |  | 9.679 | . 0000 |

Figure 16

The second regression shows the stepwise regression result (Figure 17).


Figure 17
Clearly there is no interaction effect between task type and experience with the system. The proposition is supported.

### 2.5.5 Task Complexity- Task Type Interaction

Figure 18, and Figure 19 illustrate the examination of the effect of task type with task complexity. As done in the previous analysis, the earlier figure shows the forced entry model and the later, the stepwise model.

| (forced entry) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Multiple R | . 58953 |  |  |  |  |
| R Square | . 34755 |  |  |  |  |
| Adjusted R Square | . 17484 |  |  |  |  |
| Standard Error | 1.20522 |  |  |  |  |
| Analysis of Variance |  |  |  |  |  |
| DF |  | Sum of Squares Me |  |  |  |
| Regression | 11 | 36.36597 |  | $\begin{aligned} & 3.30600 \\ & 1.45256 \end{aligned}$ |  |
|  | 47 | 68.27 |  |  |  |
| $F=\quad 2.27597$ | Signif $F=.0253$ |  |  |  |  |
| Variable | B | SE B | Beta | T | Sig T |
| Ambig*TType | -. 294487 | . 452004 | -. 188534 | -. 652 | . 5179 |
| Ambiguity | -. 172391 | . 162980 | -. 177050 | -1.058 | . 2956 |
| Interdependence | . 329747 | . 183221 | .354818 | 1.800 | . 0783 |
| Interd*Tiype | -. 118339 | . 274226 | -. 185962 | -. 432 | . 6681 |
| Task Type | 1.199672 | 1.831727 | . 359848 | . 655 | . 5157 |
| Scale*TType | -. 765532 | . 537623 | -. 740185 | -1.424 | . 1611 |
| Scale | . 449844 | . 192886 | . 427377 | 2.332 | . 0240 |
| Uncertainty | -. 352417 | . 157776 | -. 374870 | -2.234 | . 0303 |
| Uncert*Tiype | . 758059 | . 634587 | . 744245 | 1.195 | . 2382 |
| Variab*TYype | . 063220 | . 245850 | . 088297 | . 257 | . 7982 |
| Variability | -. 144524 | . 111760 | -. 205783 | -1. 293 | . 2023 |
| (Constant) | 4.710925 | 1.397803 |  | 3.370 | . 0015 |

Figure 18

This model is statistically significant at the .025 level. Two variables, Scale and Task Uncertainty are significant at the .05 level. Task Interdependence is significant at the .078 level. We proceed to an inspection of the stepwise model.


Figure 19
This model is significant at the .001 level. Note that the task-type variable and the interaction terms were eliminated and do not appear in the final model. We therefore cannot reject the null hypothesis that there is no effect of task type on tool use. The research proposition, M5 is supported by this result.

### 2.6 Full Model (Main Effects only)

In the earlier portions of this section, we examined the effects of the independent variables on tool use as "stand-alone" or simple models, although many variables in the same class or group are examined simultaneously using multiple regression. In this sub-section, we examine the effects of several groups of variables simultaneously using multiple regression. The independent variables selected as "candidates" for this model were those identified in earlier models as significant at least at the .05 level. Please see appendix B for the fit variable cross-reference table.


Figure 20
Figure 20 shows the fill model, with forced entry of all variables. We note that while the overall model is highly significant, there are several variables which are not significant at the .05 level. The following figure shows the same model analyzed using stepwise regression.


Figure 21
We note that this model is very highly significant at the .0000 level. In addition, the Adjusted $\mathrm{R}^{2}$ for the model is .525 . In addition, all but 3 of the variables remaining in the model are significant at the .05 level. We are able to reject the null hypothesis that these variables have no effect on Tool Use, the dependent variable. Note that this result is consistent with earlier results where single groups of variables were examined separately. The propositions regarding fit, tool experience, task experience, and task complexity, are not contradicted by this model. It should be noted that the resulting model shown in Figure 21 is more parsimonious than the earlier models taken as a group. This may be explained by multi-colinearity effects between the independent variables in the model.

### 2.7 Full Model (Test of Effect of Non-Independence of Cases)

The design of this study allows programmers to complete more than one project. Strictly speaking, this implies that the cases (individual projects) may not be independent. Independence of cases is a key assumption in regression model analysis. We cannot ignore the possibility that this violation has a significant effect on the model. In order to test this "proposition" we selected one case per programmer, and tested the model developed above and shown in Figure 21. The result follows in Figure 22.


Figure 22

This result shows a regression model which is very highly significant. We note that the results shown in Figure 22 and Figure 21 differ only slightly. In the later model, we see that system experience was significant whereas it did not enter in the earlier model. This result suggests that system experience may be collinear with another variable, possibly tool
experience. We conclude that the potential violation of the independence of cases assumption has negligible effect.

## 3. Maintenance Support

In this section we examine the relationships between Maintenance Activities required by a maintenance task and the Technology Functions available to the programmer to support the task at hand. The principal indicator of support is the correlation of the Maintenance Activity with a Support Function. Two tables show the Pearson Correlation Coefficients for these relationships. Table 1 shows the correlation coefficients for the highest level of association.

|  | Understanding <br> Function | Modification <br> Function | Coordination <br> Function |
| ---: | :---: | :---: | :---: |
| Understanding <br> Activity | .2334 | $P=.5458$ |  |
| Modification | $P=.047$ | $P=.000$ | .4927 |
| Activity | .3596 | .0576 | $P=.000$ |
| Coordination | $P=.002$ | $P=.629$ | .1300 |
| Activity | .4404 | $P=.000$ | $P=.000$ |

Individual scores for the variables in Table I were computed as a mean of all items for that category. Thus, the Understanding Activity score is the mean of all items in the BugRelated, Planning, and Knowledge Building Activities.

|  | Analysis | Representation | Transformation | Control | Cooperation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bug-Related | $\begin{gathered} .2280 \\ P=.052 \end{gathered}$ | $\begin{aligned} & .2115 \\ & P=.075 \\ & \hline \end{aligned}$ | $\begin{aligned} & .3982 \\ & p=: 000 \end{aligned}$ | $.2295$ | $\begin{aligned} & .3382 \\ & P=.003 \end{aligned}$ |
| Planning | $\begin{aligned} & .0074 \\ & P=.951 \end{aligned}$ | $\begin{aligned} & \hline .0771 \\ & P=.519 \end{aligned}$ | $\begin{aligned} & .3419 \\ & P=.003 \end{aligned}$ | $\begin{gathered} .1734 \\ p=.142 \end{gathered}$ | $\begin{aligned} & 3834 \\ & p=.001 \end{aligned}$ |
| Knowledge Building | $\begin{array}{r} .0121 \\ P=.919 \\ \hline \end{array}$ | $\begin{aligned} & .0964 \\ & P=.420 \end{aligned}$ | $\begin{aligned} & .4169 \\ & p=.000 \end{aligned}$ | $\begin{aligned} & .3889 \\ & P=.001 \end{aligned}$ | $\begin{array}{r} 3927 \\ p=001 \end{array}$ |
| System Modification | $\begin{gathered} .2687 \\ P=.022 \end{gathered}$ | $\begin{aligned} & .2922 \\ & P=.013 \end{aligned}$ | $\begin{aligned} & .0576 \\ & P=.629 \end{aligned}$ | $\begin{gathered} .1207 \\ p=.309 \end{gathered}$ | $\begin{aligned} & 1104 \\ & P=852 \end{aligned}$ |
| Control Compliance | $\begin{gathered} .2896 \\ P=.013 \\ \hline \end{gathered}$ | $\begin{aligned} & .0061 \\ & P=.960 \end{aligned}$ | $\begin{aligned} & .0741 \\ & P=.531 \\ & \hline \end{aligned}$ | $\begin{array}{r} .1760 \\ P=.136 \\ \hline \end{array}$ | $\begin{array}{r} 0901 \\ p=.448 \\ \hline \end{array}$ |
| Cooperative Activity | $\begin{aligned} & .1781 \\ & p=.132 \end{aligned}$ | $\begin{aligned} & .3778 \\ & P=.001 \end{aligned}$ | $\begin{aligned} & .5612 \\ & P=.000 \end{aligned}$ | $\begin{aligned} & .6084 \\ & p=.000 \end{aligned}$ | $\begin{aligned} & .5856 \\ & p=.000 \end{aligned}$ |

Table ?
Table 2 shows the correlations at the next level of analysis; Table 2 is a disaggregation of the results shown in Table 1. Individual scores are a mean of the items for a category.

Following are discussions of the four major propositions concerning the relationships between the Maintenance Activities and Support Functions.

### 3.1 Understanding

The following proposition has been proposed regarding Understanding support relationship:

Proposition FI) The maintenance activity. Understanding is primarily supported by tool function. Understinding. i.c., the two-way interaction effect on usage between the understanding activity and the understanding function is ligher (stronger) than any other two-way interaction effects between the understanding activity and any other column of Figure 9 (Chapter 2). or the understanding function and any other row of Figure 9 (Chapter 2).

This proposition states that we expect that the highest correlation between the Understanding Activity should be the Understanding Function. Inspection of Table 1 shows that this is not the case, although a strong and very significant correlation between the Understanding Activity and Function does exist. Further examination of Table 2 shows a particularly strong correlation between Knowledge Building activity and the

Cooperation Function. In addition, strong and significant associations exist between all of the Understanding sub-activities and the Transformation Function. The proposition, F1 is not supported in the first level of analysis in the sense that the strongest association is not as proposed. We do, however, find a strong and significant association does exist between Understanding Activities and the Understanding Support Functions.

### 3.2 Modification

The following proposition is advanced concerning the relationship between transformation Activity and the Transformation Support Function.

Proposition F2) The mainenance activily. Modification, is suppored by tool the Maintenance tool fimctions: i.c.. the two-way interaction effect on usage between the modification activity and the modification function is higher (stronger) than any other two-way interaction effects between the modification activity and any other column of Figure 9 (Chapter 2). or the modification function and any other row of Figure 9 (Chapter 2).

Inspection of Table 1 indicates that the association between this Activity and Function is weak and not statistically significant. The proposition is not supported. However we do note that there are significant associations between the Modification activity and both Understanding functions, Analysis and Representation.

### 3.3 Coordination

The following proposition is advanced concerning the relationship between the
Coordination Activities and the Coordination Support Function.
Proposition F3) The maintenance activity, Coordination, is supported by tool function Coordination. i.c., the two-way interaction effect on usage between the coordination activity and the coordination function is higher (stronger) than any other two-way interaction effects betwecn the coordination activity and any other column of Figure 9 (Chapter 2), or the coordination function and any other row of Figure 9 (Chapter 2).

Inspection of Table 1 reveals a strong and statistically significant relationship between these functions and activities. Other correlations are significant especially those with the Understanding Functions, but none quite as strongly as the primary relationship. Table 2 shows the relationships in more detail. The proposition F3 is strongly supported.

## 3.4 "Minor" Support Relationships

The following proposition concerns support relationships which are significant and "off the diagonal".

Proposition F4) For propositions F1 - F3. an activity may be supported by a tool function other than that stated (ex. other function may have significant regression coefficient but of lower magnitude).

Cognitive Fit Theory, as discussed in Chapter 2, predicts that the primary support for a particular class of activities will come from the corresponding functionality. However, the major thesis of this section is that while the primary support relationships are "on the diagonal" in the support, there may also be other significant relationships. As noted in Chapter 2, activities may be supported by other than the primary, or expected, functionalities. This effect is possible since most of the activities engaged in by programmers during the maintenance process are dependent upon other activities. Thus the support of an activity by its primary, or expected, support tool also supports any activity which depends upon it. For example, the knowledge building task may require that a programmer communicate or cooperate with another programmer. A technology functionality which supports the communication process, such as e-mail, also supports, indirectly, the knowledge building activity.

Inspection of Tables 1 and 2 indicate that significant "off diagonals" do exist. Especially noteworthy is the correlation of the Understanding Activity with the Coordination
function, particularly Knowledge Building with Cooperation. Also, notable associations exist between all three Understanding activities and the Transformation function. This result is expected because transformations or manipulations of representations are required during the understanding process (Vessey, 1986). There is also a significant association between the Cooperation sub-activity and the Representation sub-function. This association can be understood in a similar manner. It appears that the Representation subfunction supports the programmer in cooperating with or supplying information to other programmers. Finally we note the significant associations between the Modification Activity and both Understanding sub-functions. Once again the result should be understood in the context of the mutual dependence of the Understanding and Modification activities and their mutual support by the corresponding tool function Understanding and Transformation.

The proposition F4 is clearly supported.

## 4. Nature of Maintenance Task

One of the theses of this study is that the Maintenance Task is the same for both debugging and enhancement maintenance. We specifically propose:

Proposition T1) The proportion (relative frequency) of maintenance sub-activities is the same for either type of maimenance task.

The analysis of this proposition is accomplished using MANOVA. The various maintenance activities are the dependent variables in the model while task type is the independent variable. Figure 23 presents the analysis results.

| EFFECT .. Task Type |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Multivariate Tests of Significance ( $\mathrm{S}=1, \mathrm{M}=2, \mathrm{~N}=301 / 2$ ) |  |  |  |  |  |  |
| Test Name | Value | Exact F Hypoth. DF |  | Error DF | Sig. of $F$ |  |
| Pillais | . 10069 | 1.17567 | 6.00 | 63.00 | . 331 |  |
| Hotellings | . 11197 | 1.17567 | 6.00 | 63.00 | . 331 |  |
| Wilks | . 89931 | 1.17567 | 6.00 | 63.00 | . 331 |  |
| Roys | . 10069 |  |  |  |  |  |
| Note. . F statistics are exact. |  |  |  |  |  |  |
| Univariate F -tests with (1,68) D. F. |  |  |  |  |  |  |
| Variable Hyp | Hypoth. SS | Error SS | poth. MS | Error MS | $F$ | Sig. of F |
| Bug Related | 3.83627 | 68.38413 | 3.83627 | 1.00565 | 3.81472 | . 055 |
| Planning | . 13158 | 69.75089 | . 13158 | 1.02575 | . 12828 | . 721 |
| Knowledge Build. | d. . 10882 | 70.76380 | . 10882 | 1.04064 | . 10457 | . 747 |
| Transformation | . 70000 | 63.77417 | . 70000 | . 93786 | . 74638 | . 391 |
| Control | . 63452 | 67.76311 | . 63452 | . 99652 | . 63673 | . 428 |
| Cooperation | . 15050 | 71.66781 | . 15050 | 1.05394 | . 14280 | . 707 |

Figure 23

The interpretation of this result indicates that there is no difference between the two types of projects. The multivariate analysis shows that there is no significant overall difference, while none of the Univariate tests show a significant difference at the .05 level. Stated formally, the null hypothesis that there is no difference between debugging and enhancement maintenance cannot be rejected. The proposition is supported.

The final research proposition is that there will be no differences between enhancement and debugging maintenance based on a number of complexity factors.

Proposition T2) The proportion (relative frequency) of maintenance sub-activitics is the same regardless of software complexity factors:
a) type of application (on-line. batch. mixed)
b) age of system
c) previous maintenance history (low, high)
d) application language type (3rd. +1li).
e) changes to data structure.
f) stand alone application
g) observance of formal procedures

The following MANOVA analysis addresses this proposition.

| EFFECT . .Task Type |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Multivariate rests of Significance ( $S=1, M=3, N=6$ ) |  |  |  |  |  |
| Test Name Value | Exact F H | Hypoth. DF | Error DF | g. of $F$ |  |
| Pillais . 53106 | 1.98182 | 8.00 | 14.00 | .126 |  |
| Hotellings 1.13247 | 1.98182 | 8.00 | 14.00 | . 126 |  |
| Wilks $\quad .46894$ | 1.98182 | 8.00 | 14.00 | . 126 |  |
| Roys . 53106 |  |  |  |  |  |
| Note.. F statistics are exact. |  |  |  |  |  |
| Univariate F-tests with (1,21) D. F. |  |  |  |  |  |
| Variable Hypoth. SS | Error ss | Hypoth. MS | Error MS | $F$ | Sig. of F |
| Times Maint. 220.00104 | 9809.73810 | 220.00104 | 467.13039 | . 47096 | . 500 |
| Stand Alone System . 10352 | 3.80952 | . 10352 | . 18141 | . 57065 | . 458 |
| System Type . 20290 | 16.66667 | . 20290 | . 79365 | . 25565 | . 618 |
| Formal Procedure .03727 | 2.57143 | . 03727 | . 12245 | . 30435 | . 587 |
| New programs . 81159 | 4.66667 | . 81159 | . 22222 | 3.65217 | . 070 |
| Files Changed . 14907 | 4.28571 | . 14907 | . 20408 | . 73043 | . 402 |
| System Age 15.83172 | 69.68519 | 15.83172 | 3.31834 | 4.77097 | . 040 |
| Prog. Language . 10352 | 11.80952 | . 10352 | . 56236 | . 18408 | . 672 |

Figure 24

This result indicates that taken as a group, these factors do not distinguish between enhancement and debugging maintenance. An inspection of the Univariate tests indicates that only system age is a significant difference between the two project types. The proposition is supported.

## 5. Summary of Results

The following table summarizes the results of the data analysis, organized by research proposition.

| Research Proposition | Topic | Result |
| :---: | :---: | :---: |
| M1 | Higher fit is associated with higher tool use | Supported* |
| M2 | Higher experience with tools is associated with higher tool use | Supported |
| M3a | Lower experience with maintenance is associated with higher tool use. | Not Supported |
| M3b | Lower experience with the system being maintained is associated with higher tool use. | Not Supported |
| M4 | Higher task complexity is associated with higher tool use. | Supported* |
| M5 | For propositions MI -1/t, relationships hold regardless of task type. | $\begin{aligned} & \text { Supported for } \\ & \text { propositions M2 \& } \\ & \text { M4 } \end{aligned}$ |
| F1 | Understanding activities are primarilv supported by understanding technologv | Supported in subactivity / subfunction analysis* |
| F2 | Transformation activities are primarily supported be transformation teclnology | Not Supported |
| F3 | Coordination activities are primarily supported by Coordination technology | Supported |
| F4 | For propositions FI - F 3 , other "off- diagonal" stupport is significam. | Supported |
| T1 | Maintenance activities are the same for either type of imaintenance task. | Supported |
| T2 | Maintenance activities are the same regardless of sofisare complexity factors. | Supported |
| * Each of these propositions involves several "dimensions" for the independent variables. For each of these propositions, several but not all of the (correlated) dimensions were highty significant in the appropriate direction. |  |  |

Table 3

The results summarized above in Table 3 are discussed in detail in Chapter 5.

## Chapter 5

## Discussion and Conclusion

## 1. Introduction

In this chapter we discuss the results of the tests of the research propositions presented in Chapter 4. This discussion follows below in section 2. The remainder of this chapter is divided into two major sections: section 3 which deals with the limitations of the study, and section 4 which describes the research contribution and the implications for managers.

## 2. Research Questions

In this section, we discuss the major findings of the study. The discussion will follow the general order of research propositions as developed in Chapter 2, and tested in Chapter 3.

### 2.1 Task-Technology Fit

One of the three major theses of this study is that the fit between a maintenance task and the available maintenance support software is associated with maintenance support software tool use. We have clearly shown that task-technology fit is associated with higher levels of software tool use for several types of fit. However, our results indicate that certain types of fit are associated with lower levels of tool use. This is contrary to our original expectation that fit, at least for the major types of fit, would be associated with higher amounts of tool use.

A positive effect of fit on software maintenance tool use was found for the types of fit listed in Table 1. We find that there was support for our expectation that fit would be associated with higher amounts of tool use for two of the three major fit (on diagonal
elements) dimensions. Only the fit between transformation activities and functions is not associated with software use. In addition, we see that two of the minor, or "off-diagonal" fits are associated with higher software maintenance tool use.

| Name |  |
| :--- | :--- |
| F11c | Fit of KB with Analysis |
| F11d | Fit of KB with Representation |
| F11f | Fit of Planning with Representation |
| F21b | Fit of Modification with Representation |
| F32b | Fit of Control with Transformation |
| F33a | Fit of Cooperation Activity and Function |
| Table I |  |

These results were expected, based on the model developed in Chapter 2. Cognitive fit theory (Vessey, 1991), predicts the on-diagonal results which we observe above. Recall that this theory states, in effect, that the best or primary support for an activity will come from those tool functions which are designed specifically for that activity. The fit of the Understanding activities with the Understanding Functions (F11c, F11d, F11f) meets this expectation. Likewise, the fit of Cooperation Activity and Function (F33a) also meets this expectation.

The fit of Modification with Representation (F2Ib) and the fit of Control with Transformation (F32b) correspond to our expectation that certain tasks would be supported indirectly by tool functions. Recalling our earlier discussions in Chapter 2 and Chapter 4, the tasks of maintenance are dependent upon one another. Our findings indicate that Control activity support from the Transformation Function leads to higher tool use. Our findings also indicate that the fit between the Modification activity and the Representation function is associated with higher tool use. Once again this result is understandable based on the close association between the Understanding and Modification Activities.

A negative effect of fit on software maintenance tool use was found for the types of fit listed in Table 2.

| Name | Description |
| :--- | :--- |
| F11b | Fit of Bug Related with Representation |
| F12a | Fit of KB with Transformation |
| F21a | Fit of Modification with Analysis |
| F31a | Fit of Control with Analysis |
| F31c | Fit of Cooperation with Analysis |

Table?

This set of results is, in at least one aspect, more interesting than the former. The general notion of Task-Technology Fit, and Cognitive Fit theory in particular, predicts higher tool use when fit is present. While we expected to find the results summarized in Table 1, our finding that fit is associated with lower tool use in certain cases is unexpected. Of particular interest is the fit of Bug-Related activity with the Representation Function. This activity is one of the core maintenance activities in the Vessey de-bugging model (1986).

Essentially this activity describes a series of activities, including hypothesis generation and evaluation, which are diagnostic in character, and are arguably at the heart of the maintenance process.

This result has a number of potential explanations. While it is possible, of course, that this result is spurious, or is an artifact of the research method, an interesting possible explanation may be found in the original research framework. In the research framework described in Chapter 2, fit is related to utilization primarily through a causal chain which includes perceived usefulness. As we have stated earlier, fit and perceived usefulness are closely linked.

In the Davis Technology Acceptance Model (1989) Perceived Ease of Use was found to be strongly associated with tool use. In the case outlined above, it is entirely possible that
ease of use was low for the software maintenance tool functions needed to perform diagnostic (bug related) activities. Stated plainly, even though fit, and presumably perceived usefulness, exist, it may be too difficult or time consuming to use tools for this set of activities. Task-Technology Fit may be necessary, but insufficient to bring about tool use. We do not have Perceived Ease of Use data for any of the tool functions. This data would enable us to test the relationship between fit and Perceived Ease of Use. It is also possible that the programmer's experience with the tools had previously been unfavorable for this set task and technology combinations. The programmers may find the process more error prone, and therefore rely on traditional manual methods. These speculations remain unproved and are subject to further investigation.

We should also note that the other fit variables, including those we would predict from Cognitive Fit theory, involving the bug-related activities did not enter the regression. This "non-result" does not tell us that a relationship does not exist, rather it tells us that we cannot say a relationship does exist. We do not know if these other fit variables, which might have shed light on the situation had they entered the regression, are redundant with the fit variables which did enter or if they are irrelevant. In any event, this result is interesting and leads us to propose additional research on the interaction of fit and ease of use. It is our initial expectation, in the cases where fit leads to lower use, that the perceived ease of use, for the technology in question, will be found to be low.

It is especially interesting that three of the fit variables which had negative associations (see Table 2) involve the analysis function. This particular function may have proved difficult to use or it may be ineffective. Ease of Use data for each major tool function could be collected in a future well focused laboratory experiment which we discuss below. It is important for an software maintenance tool to provide an effective analysis function in
order to support this activity. This appears to be a significant deficiency in the tool environment for many maintenance programmers. In earlier software maintenance tools, the representation function appears to be dominant. Unfortunately, most of the tools available today for automated process analysis appear to be weak relative to the representation function. Programmers may eschew the current analysis functionality in favor of a manual approach which is partially supported by the representation function.

In the development of the model in Chapter 2 and in the tests of the hypothesis in Chapter 4 , we have allowed for the existence of the so called "off-diagonal" fit relationships. The interpretation of the off-diagonal fit relationships is, as noted earlier, straightforward. The core elements of the maintenance process are understanding and transformation. These processes are the fundamental activities needed to accomplish a maintenance task. There is a close relationship between these processes as they are mutually dependent (Vessey, 1986). The third major type of activity, coordination, is not unique to maintenance, but is common to any task or activity which takes place in an organizational context. The maintenance programmer may have sole responsibility to accomplish a task, but the task must be completed within the context and strictures imposed by the organization.

We see that there are several instances where an off-diagonal, or minor fit, is significant. As illustrated in Table 1, there are two instances of minor fit which have a positive impact on tool use. These are the fit of Modification with Representation, and fit of Control with Transformation. This result is expected and is consistent with the explanation above.

The minor fit relationships which involve a negative association with maintenance software tool use (see Table 2), are somewhat more interesting. We discussed above the possibility that the minor fit variable involving Analysis may be the result of an artifact or the relative immaturity of the Analysis function. However, the remaining fit variable of

Knowledge Building with Transformation is more interesting. The argument here, however, parallels that used to explain the major fit variable which has a negative association with tool use. The perceived ease of use for the transformation functions may be sufficiently low to preclude tool use, even in the presence of high fit. This speculation, as before, remains an empirical question which can only be addressed through further research.

### 2.1.1 Experience / Expertise

This study examined the association of experience with software maintenance tools and experience with software maintenance task on software maintenance tool use. The original task technology fit model of Goodhue (1988b) employs individual characteristics (of the programmer) as a moderating variable. Experience has been found to be a significant factor in predicting software use (Fuerst \& Cheney, 1982). It is, however, not entirely clear that experience is the most appropriate variable. Certainly the notion of expertise is a richer and more encompassing construct. Experts employ different strategies in debugging programs (Vessey, 1986). This finding is germane with regard to the design and operation of software maintenance tools.

While the use of experience as a partial substitute for expertise is a limiting factor, it does present the advantage of simple measurement and it enables us to work with continuous or interval scales rather than the dichotomous expert / novice variable as in Vessey (1986).

In this study, three types of experience were associated with higher levels of tool use. The positive association of prior experience with the software maintenance tools with current utilization was expected and is hardly surprising. Somewhat more interesting is the association of prior experience with software being maintained with higher tool use.

It was our a priori expectation that higher levels of experience with the software being maintained would lead to lower rather that higher amounts of tool use. It appears that the effect of encountering an unknown or lesser known system is entirely the opposite of that expected. Our assumption that the programmer would employ a tool in an attempt to initially understand a system is erroneous. It appears that the programmer, when faced with the unknown, will revert to the "traditional" methods of code reading and taking notes. Given the capabilities, as measured by low means, of the analysis, representation, and transformation functions available to the programmers (see Chapter 3), it is possible that the tools availabie to the programmers are, on average, not sufficiently mature or sophisticated for the programmer to comfortably and efficiently "engage" new or unknown software system for maintenance. The results further suggest that the programmer, once sufficiently familiar with the target software, understands it enough to be able to apply software maintenance tools effectively. In other words, it is necessary for the programmer to have experience with both the software maintenance tools and the target software in order for tool use to be effective.

While this conclusion is rational based on the outcomes described in Chapter 4, it is not entirely clear that this conclusion generalizes to all maintenance software nor to all organizations. The sample of projects and programming environments in this study is heterogeneous. A number of groups had access to software maintenance tools which are limited in functional capabilities. Two groups of programmers had access to more modern, and more capable tools. We believe that our conclusions regarding experience with tools may not apply to both types of environments. We were unable to control for the effect of different tool sets. The question of the effect of prior experience on use
remains open, and could be more conclusively addressed in a laboratory experiment where task and tool access are controlled.

### 2.1.2 Task Complexity

It was our a priori expectation that higher task complexity would be associated with higher levels of software maintenance tool utilization. We found that task complexity was indeed a significant predictor of tool utilization. We employed five factors in our operationalization of task complexity (Campbell, 1988). These factors included task interdependence, task variability, task ambiguity, task variability, and task scale. The findings indicated a mixed result. Task ambiguity was not significant, while the remaining four factors were significant. Higher task interdependence and task scale were associated with higher amounts of software maintenance tool use. The remaining task complexity variables, task uncertainty, and task variability are associated with lower levels of tool use.

This result is consistent with our finding that lower experience with the software being maintained is associated with lower amounts of software maintenance tool use. Task uncertainty and variability appear to lead the programmer to "revert" to traditional approaches using code reading and note taking. The programmer may be rely on traditional methods until the task is sufficiently well understood. Alternatively, the software maintenance tools may not have functionality which benefits the programmer under these conditions, or the ease of use of these functions may be low. Consequently, it is possible that these results do not generalize to all software maintenance tool environments.

### 2.1.3 Task Type

Software maintenance can be divided into two categories, debugging and enhancement (Pennington \& Grabowski, 1990). Other authors have divided maintenance into as many as four categories (Bendifallah \& Scacchi, 1987; Lientz, Swanson \& Tompkins, 1978; Swanson, 1976). Our use of the two categories of debugging and enhancement is based on the suggestion that these two types of maintenance may involve different underlying processes. This is a conjecture from the literature, and it remains an empirical question. The more usual division of maintenance into three or four categories of adaptive, corrective, perfective, or preventative is based on the purpose of the maintenance project, not on the underlying process. This broader classification system is relevant with respect to the management of maintenance, but not with respect to the conduct of maintenance by a programmer nor to the support of the process with software engineering technology.

This study examined whether the type of maintenance project, debugging or enhancement, determines the level of software maintenance tool use. We found that while task type has no direct effect on tool use, it has an indirect effect through the interaction of task type with two fit variables. The interaction of task type and the fit of Bug Related activity with the Transformation function has a negative effect on the level of tool use. The interaction of task type with the fit of Control activity with the Transformation function has a positive effect on tool use. As these fit variables are known already to have a significant effect on software maintenance tool use, we conclude that the role of task type is to attenuate the effect of the fit variables.

The result suggests that task type may have a rather subtle effect on tool use. In the absence of a significant main effect and in light of the fact that only two of twelve interaction terms are significant, we are unable to conclude that from the practical
perspective, different tasks produce different levels of tool use. The fit variables in question are difficult to interpret, especially in light of the contradictory signs of the coefficients. It appears that this result is best understood in the context of our earlier discussion regarding the effect of perceived ease of use.

### 2.1.4 Software Utilization Research

The study of software utilization is often linked to the study of system success (DeLone \& McLean, 1992); that is, utilization is used as a proxy for success. This assumption is made frequently in the software development literature. In the study of software development, utilization is ultimately a necessary, but insufficient condition for success (Nance, 1992; Trice \& Treacy, 1988). In other words, a successful outcome or result presupposes utilization. Therefore, the study of utilization is essential in order to develop an understanding of the factors which lead to a successful outcome. A number of other factors must frequently act in order to produce a successful outcome. Trice and Treacy (1988) point out that a task which uses an information system must be designed efficiently, otherwise, software use may actually lead to a sub-optimal outcome. When utilization is not voluntary, e.g. software use is the result of a mandate, the study of use is, in and of itself, rather uninteresting. When use is voluntary, the fact that use occurs is significant (DeLone \& McLean, 1992; Trice \& Treacy, 1988).

The issue of voluntariness of use is germane in all studies of utilization. However, voluntariness is most often an issue in the study of the more classical data processing oriented systems. In processes which are highly rationalized (standardized) the fact of use of a prescribed software tool is a forgone conclusion. The measurement of software utilization in such a circumstance is largely irrelevant.

This study concerns itself with the use of software maintenance tools. The process of software maintenance is certainly not standardized, nor are the procedures for the use of software in the software maintenance process. The use of these software products is largely at the discretion of the individual user. This use of software tools resembles the use of DSS in many organizational settings. Contrast this with the use of a typical MTS or data processing system in which use is involuntary and prescribed by the organization.

While some organizations have begun to develop (or purchase) so called "software maintenance methodologies"', the maintenance process continues to vary widely both between and within software development and maintenance organizations. Indeed, the fact that the process varies widely is what makes it interesting. We can observe programmers working as they prefer to work, without excessive organizational or procedural strictures. It is certainly the goal of a good portion of the current research in software engineering to standardize, and render programming as a rational, repeatable process. However, once this occurs, the study of the use of certain tools and techniques in field settings will become much more difficult as the effects of use and voluntariness become confounded.

The notion that task-technology fit is associated with tool use has been proposed by other researchers, notably Trice and Treacy (1988), Goodhue (1988b), and Nance (1992). The results of this study clearly support the validity of this approach to the study of software

[^17]utilization. The results indicate that fit may be broken into several specific components and that a set of fit variables may be combined with other variables to explain tool use.

This study presents a unique approach to task-technology fit in that we proceeded from task and technology models which are unique or specific to the task-technology combination. In order to extend this approach to other research venues, it would be necessary to develop or obtain from the literature specific models of both task activities and tool functionalities which are reasonably specific to that circumstance. The alternative to this approach is to use a general model of task-technology fit such as Goodhue (1988b). This approach has the advantage of being largely "context free". Unfortunately, a general model may not have the explanatory power of a more specific model. This assertion is supported by our tests of the general fit model. While producing a significant explanation of tool utilization in our task environment, the general model in our case lacked the explanatory power of the specific model.

### 2.2 Maintenance Activity Support

In this study, we posited that the support for a maintenance activity, understanding, transformation, or coordination, would come primarily from the corresponding tool function. We also posited that support for an activity could come from other tools. Our analytical approach to these questions involved the simple correlation table between the various task activities and tool function. This analysis is a companion to the regression based analysis which was employed in our examination of the impact of task-technology fit.

Our results parallel, as expected, the results in our examination of task-technology fit. We found, somewhat contrary to our expectations, that in the case of the understanding
activity, support was stronger from the modification and coordination functions than from the understanding function itself. The transformation activity is likewise strongly associated with the understanding support functions. This finding indicates understanding activities and transformation are strongly related. The fact that understanding activity is not as strongly supported by understanding functionality is interesting. Upon inspection of the correlation matrix for the sub-activities and sub-functions, the situation becomes clearer. The planning and knowledge building sub-activities are not highly associated with analysis and representation, whereas the bug-related sub-activity is associated with these functions. Once again we believe that this indicates that the software maintenance tools which were available to the programmers in the study are immature or the tool functionalities in question have relatively low perceived ease of use. The software maintenance tools at all of the participating organizations included several tools which are mainframe based and have been available for a number of years. Anecdotal evidence suggests that the more modern workstation (GUI) based tools address some of these issues.

The most surprising finding in our examination of maintenance activity support is that the transformation activity was not associated with the transformation function. This result is consistent with the finding that the task-technology fit between the transformation activity and function were not associated with software maintenance tool utilization. Two possible explanations exist. First, it is possible that the transformation activity is not well supported by existing transformation technology. This is the likely cause of the result. The mean level for the transformation functionality in the sample is only 1.83 (see Table 5 in Chapter 3). On a seven point scale, this is quite low. Furthermore, the state of development of maintenance tool functionality is well behind that of development oriented software (conventional CASE tools). All of the programmers, with the exception of 2
groups at one site, had access to mainframe oriented software maintenance tools which we believe are weak in this functional area, while being especially strong in the area of representation. Second, it is possible, but much less likely, that the transformation function construct may be inadequately defined or operationalized for the maintenance software tool context.

### 2.3 Task Type: Debugging vs. Enhancement

One of the objectives of this study was to examine maintenance projects which differ on the basis of task type to determine if these projects differ in their underlying process. While a definitive answer to this question would require an experiment with control over task type and the ability to record the process, we examined this question using the data already collected in our study of the effect of task-technology fit.

In this study we obtained data regarding the activities which the programmer engaged in during the course of each project. This data, together with information regarding the type of maintenance project, enabled us to examine whether there was a difference in the type and frequency of activities between debugging and enhancement projects.

We have found that there was no difference between debugging and enhancement maintenance across the six maintenance sub-activities, using either multivariate or univariate tests. This finding is consistent with our a priori expectations.

The existing literature on the underlying processes of maintenance has long emphasized the debugging process. The process of enhancement maintenance has not been explicitly investigated. However, the common underlying basis for debugging and enhancement maintenance is program understanding (Pennington \& Grabowski, 1990). The key difference between the two types of maintenance would seem to be that debugging
maintenance may involve more testing of the output of a program to determine how well the program is performing relative to expectations. This would tend to suggest that debugging may be either more a more difficult or more sophisticated process. Although this study was not conducted under laboratory circumstances, it provides empirical evidence for what was heretofore only a weil founded conjecture from the literature.

The finding that the processes are not different essentially means that the design of software maintenance tools need not take into account different underlying processes. The results, taken in the context of the existing literature, would indicate that software designed to support the debugging process would also serve the enhancement process.

## 3. Limitations of the Study

This study is subject to limitations with regard to the generalizability and interpretation of the results. These limitations arise from the design of the study and in the data coilection methods employed. Diligence was employed in the design of the study and in the selection and development of measures. However, it was impossible to eliminate all sources of bias. The sources of the limitations to the study are discussed below.

### 3.1 Field Study Design

This study was designed and implemented as a field study. As such, this study is subject to those limitations inherent in all field studies, the lack of control over environmental variables such as the makeup of the maintenance tool sets in the participating organizations, programming practices, and the coordination and control procedures in each organization with regard to the initiation and management of maintenance projects.

To compensate for the inherent limitations of field studies, this study employed a model of the maintenance process which was developed in a laboratory experiment in which the investigator had positive control over the task to be performed, the experience levels of the participants, as well as some control over procedures to be followed in the task (Vessey, 1986). While the use of a field study methodology generally would imply a lower degree of internal validity, the use of models developed in a setting with high internal validity clearly enables us to maintain some degree of internal validity, especially with regard to maintenance tasks. Thus, this fields study builds on previous work with high internal validity, and extends it to a more generalizable sample.

This study collected data from 36 programmers on 74 projects in three organizations. The participation of the three organizations was clearly not random. They were actively sought out through personal contact. The sample consisted of projects which we were able to obtain from these organizations. Once an organization agreed to participate, we solicited "volunteers" from managers and programmers within the MIS organization with the assistance of our site contact.

All participants in the study were volunteers. However, they were approached by their managers in an uncontrolled setting. Although assurances were given both by the investigator and the manager, we cannot be certain that participants believed that their involvement was voluntary in all cases. We did note that there were programmers in each organization who did decline to participate with no apparent reprisals from their managers.

A serious concern in the design of the data collection protocol was the management of project selection bias on either the part of the managers or programmers involved. Our approach to this problem was to instruct the participants to supply data on all projects to be started and completed within the negotiated time frame. There were a number of
programmers who declined to continue to participate after one or two projects were furnished. However, as we collected data from several groups across three companies, we do not believe that a systematic bias exists in the sample.

### 3.2 Single Measure of Tool Use

A source of bias which imposes limitations on our ability to generalize and interpret our results arises from the use of a single data source in the measurement of the dependent variable. Recall from our discussion of the design of the study in Chapter 3 that programmers were asked as part of the Project Completion questionnaire to report on a seven item scale the level of tool usage for each of the tools used during the course of the project. The fact that the level of tool use is assessed by a single source introduces the possibility of method and response bias. Self reports of behavior are, in general, problematic. Sproull and Kiesler (1986) report that e-mail users may systematically underestimate their e-mail usage. Self-report bias has also been found in system developers self evaluations (Lee, Goldstien \& Guinan, 1989). Their findings indicate that the source of self-report bias may have been the respondents' desire to inflate their own importance or to provide a socially desirable response.

In our study this problem is mitigated somewhat because individual programmers use several tools and provided a separate response for each tool. The study was designed to provide confidentiality to the respondents, thus minimizing the incentives to provide a socially desirable response. In addition, the programmers provided usage data in response to a seven point scale. This has the effect of minimizing use estimation problems when a respondent is asked to provide an estimate of a specific number of instances of use.

Finally, the relatively large sample of programmers from several organizations leads us to believe that a systematic response bias does not exist.

However, method bias arising from the single source remains an issue. The original design of the study included a separate assessment of tool use through the automated monitoring of tool use. The study was originaily designed to control for method bias through the use of a second and objective data source: IDCAMS database records automatically kept at one of the original participant organizations. However, as the result of a merger action, this organization withdrew from the study before data could be collected and replacement organizations were unable to supply this data. Additional measures for the collection of usage data were considered and discarded. Usage reports by managers were judged to be unreliable. Additional reporting mechanisms from the programmers, such as activity logs, were too intrusive or impractical.

## 4. Contribution

### 4.1 Implications for Research

This study makes several important contributions to the literature of software maintenance and software tool utilization. We developed a research model based on previously developed models. It extended the model of software debugging (Vessey, 1986) to include enhancement maintenance. In addition, this model, which was developed from protocol analysis conducted in a controlled laboratory setting, has been operationalized as a series of questionnaire items and has been tested in a field study. Our findings strongly suggest that the software debugging model (Vessey, 1986) is a suitable general model for software maintenance.

Our results indicate that the fit between a task and the technology available to support that task is a strongly associated with tool use. While task-technology fit is not identical to perceived usefulness, (Nance, 1992), the two constructs are closely related. The development of task-technology fit as a construct which explains utilization is important to the process of understanding the links between the nature and antecedents of task outcome when software is involved in the performance of the task. The study clearly demonstrates the viability of the specific fit approach to the measurement of fit.

The third contribution is in the design of software maintenance tools. The literature of software maintenance tool development is largely concerned with automated understanding. The research in this area proceeds from models of maintenance which are not based in the psychology of programming literature or the human cognition literature. It is becoming apparent that completely automated design recovery (reverse engineering) from legacy software may be impossible (Bennett, 1993). This study gives some insight into the direction in which research on the development of maintenance support tools may fruitfully proceed. Software tool builders should begin to focus their efforts on building tools which assist the programmer in performing program comprehension, rather than automating the process.

### 4.2 Implications for Practice

The contribution of this study to the area of MIS practice is in the area of software maintenance support. While this study did not concern itself with performance outcomes, our findings indicate that programmers will make use of software maintenance tools when they are available. In addition, our findings indicate that tools which support the program understanding process are particularly important and useful. Furthermore the findings suggest that the more sophisticated workstation or GUI oriented software maintenance
tools would support the software maintenance process in a more comprehensive way than the mainframe based software maintenance tools.

Finally, our findings indicate that management must realize that even though programmers have individual project responsibilities, their work in constrained and to a large degree defined by the organizational context. The support of the programmers work in the area of coordination is essential, especially in the area of control (compliance with standards and practices). The mismatch between levels of task demands and tool support for this area is especially wide. The development and adoption of the more modern maintenance tools is expected to address this problem. MIS managers should be aware of the availability of modern software maintenance tools and adopt this technology whenever possible. We believe that it is essential for MIS managers to provide modern and flexible tools to support all phases of the programming process, especially maintenance.

## 5. Future Research

This study leaves a number of avenues open for future research. The basic tasktechnology fit framework of Goodhue (1988a) employs as an ultimate dependent variable, performance or outcome. In this study we employed utilization, an intervening variable in the earlier model (Goodhue, 1988a), as the dependent variable. The first and most obvious extension to this study is to examine the relationship between software maintenance tool utilization and performance in the maintenance context. The study design may be extended to include the collection of several performance measures from the programming manager and the user-customer.

The model or research framework developed in Chapter 2 is based, in part, on the Technology Acceptance Model of Davis (1985). The TAM model has been evaluated by
several authors without directly extending the model. Hartwick and Barki (1994) recently have extended the Theory of Reasoned Action (Ajzen \& Fishbein, 1980), the parent of the TAM, in an examination of the relationship between user participation in the development process and the subsequent use of the system. This paper extended the TRA model in a manner similar to that used in the development of the model for this study. However, in their paper, Hartwick and Barki were able to test their model in its entirely using EQS, a structural equation modeling program, because their sample size was much larger than ours. However, the collection of additional data will subsequently allow us to examine our model in more detail using the structural equation modeling technique.

This study was conducted as a field study. As a consequence it is subject to limitations, as described above, which are typically associated with field studies. Especially notable are limited control over task, demographic characteristics, and available software maintenance tools. This raises the usual issue of internal validity. In addition to these limitations, it is difficult in a study design such as this, to obtain multiple measures of behaviors. In a laboratory experiment these concerns can be managed closely. It is our intention to examine the task-technology fit for the understanding and transformation dimensions of the task and technology matrix using a laboratory setting. The preliminary design of this extension calls for the programmer to be given a standard task to be completed using the Micro Focus COBOL Workbench. This particular software product contains an advanced software engineering tool known as an animator. This is an interactive tool which allows the user to extract and test program structures. This particular tool was used by some of the participants in this study. The use of the same tools will allow us to compare the results obtained in the field study more directly with the results we hope to obtain in the laboratory. The major objective in the laboratory experiment will be to confirm and
extend our understanding of the results obtained in the field for these two dimensions of task-technology fit.

Our results raise the question of the effect of Perceived Ease of Use, and its interaction with Task-Technology Fit, on software maintenance tool use. In order to determine this effect, it will be necessary to conduct a laboratory experiment where we collect data regarding Perceived Ease of Use at the tool function level, rather than at the tool set level, as was done in this study. This will enable use to examine this question more completely and lend explanatory power for some of the more "unexpected" results noted above.

One of the questions regarding software maintenance tool utilization which is unanswered by this study is the effect of learning (continued experience with software maintenance tools) on tool utilization. The design of this study was cross-sectional in nature. In order to address the effects of learning, a longitudinal design is necessary. We expect to address this issue through a continuing relationship with one of our research sites which has migrated from an mainframe based tools environment to a workstation (GUI) based environment since data was collected at that site.

## 6. Conclusion

Software maintenance is a critical area in MIS. This area of software engineering practice occupies, by most reports, the vast majority of the software budgets of organizations. Yet historically this area receives relatively little attention from MIS managers except to complain of the difficulty and expense of the process. Indeed, this "neglect" extends to research into the maintenance process. A recent survey of the major MIS, Software

Engineering, and Computer Science journals found that of nearly 1000 articles, less than $3 \%$ concerned software maintenance in a significant way (Schneberger, 1993) ${ }^{\mathbf{2}}$. It is fair to say that the area of software maintenance has been neglected by researchers and practitioners alike, considering the resources consumed by maintenance. The attitude of most MIS managers, and indeed many MIS academics has been one of "benign neglect". Essentially, the solution to the so-called "maintenance problem" has been, for most, to look for more effective or efficient development processes. Just as once it was thought that nuclear power would eventually be "too cheap to meter", the objective of many in the software development tool and management areas has been to make software "too cheap to maintain".

In this study we have sought to further our understanding of how maintenance is done and how it can be supported now, in the "real" world. The eventuality of disposable software is far from certain. It is our view that the solution to the "maintenance problem" is to learn how necessary maintenance can be supported effectively and efficiently. We view the software portfolio of an organization as a valuable resource. Keeping this resource available and effective should be our objective as long as the economics of repair and renovations favor it over replacement.

[^18]
## Appendix A

## Constructs and Final Items

## Maintenance Tool Function Items

(To what extent do the maintenance software tools available to you supply the following functions?)

## Analysis Function

Check for consistency between different system representations or "models".
Search the system or part of the system for inconsistencies or redundancies in data definitions or data or process models.

## Control Compliance Function

Track budget and cost information for the project.
Track schedule and/or budget information for the project.
Maintain project management status and information.
Maintain a record of who is responsible for each part of the project.

## Project Cooperation Function

Send system design information or messages to other individuals.
Exchange information relating to the project with other individuals.
Share project data or information with other individuals.

## Representation Function

Construct representations of emtitics. relationships. or processes in a diagram or model.
Represent the objects. relationships. or processes of the system or part of the system in terms of models (data flow diagrams, entity-relationship diagrams, flowelarts, etc.)

Model a system in terms of process. flow, or data models.

## Transformation Function

Convert a plysical specification of a sysicm or part of a system into a logical one. (e.g., create a flow chart from code)

Automatically produce documentation as a by-product of systems maintenance activities.
Produce a high level specification (c.g.. diagram) from a lower level, or more detailed representation

## Maintenance Activity Model

## Bug Related Activity

I frequently compared actual results of a program run to the expected resuits for that run.
I revised my assumptions regarding the program after making test runs of the program.
I tested the program and made additional changes in the code based on the result of my tests.

## Control Compliance Activity $\quad(\alpha=0.71)$

I made an effort to insure that the changes I made in this project would not interfere with other work being done at the same time by others.
I had to observe company standards during this project.
This organization has standards for variable names or source code formatting.
I followed a standard procedure in turning this project over for production

## Cooperation Activity

I had to keep another programmer or analyst informed of my work so as to keep my work consistent with another project.

This project was part of a program or set of projects which were related.
I communicated with other programmers or analysts so that my work would not negatively impact their work.

## Transformation Activity

( $\alpha=0.68$ )
I made several changes in the code.
I added new functions to this system.
I improved this system or program.
I modified the system's functions.

## Knowledge Building Activity

$(\alpha=0.81)$
I obtained information about the system from comments in the body of the programs
I made extensive use of my knowledge of the programming language(s) and data base system in which the software is written.

I asked a colleague for technical information during this project.
I consulted manuals to obtain information about the programming language(s) and / or data base system.
I examined samples of the input data.
I obtained information about the system from the data base schema.
I learned a great deal about the system by mentally processing parts of the system code.
I learned a great deal about the system by examining the JCL code.
I had to weigh and evaluate a large volume of information about the system I was maintaining

## Planning Activity

I frequently re-evaluated my plan of action.
I did not hesitate to change my approach to solving a problem if it appeared I was at a "dead-end".
I frequently had alternative approaches to solving a problem.
I had a number of choices to make regarding which source of information to consult in order to solve a particular problem.

## Task - Technology Fit Items (Direct Measurement)

## Accuracy of Information

## ( $\alpha=0.76$ )

The information that I obtained from the software maintenance tools about the software that was maintained was accurate enough for my purposes.

There were accuracy problems in the information I obtained from the software maintenance tools about the software system that was maintained.

## Access to Information

$$
(\alpha=0.77)
$$

I could quickly get information about the system being maintained.
It was easy to get access to information that I needed on the system being maintained.
It was difficult to obtain the information on the system being maintained which I needed to complete this project.

## Assistance in Use of Tools

$$
(\alpha=0.85)
$$

I got the help I needed in accessing and understanding information on the system being maintained.
It was easy to get assistance if I had trouble finding or using information on the system being maintained.

## Tool Compatibility

When it was necessary to compare information obtained from two or more different sources by the software maintenance tools sources about the system being maintaince, there were unexpected or difficult inconsistencies.

There were times when supposedly equixalent information derived by the software maintenance tools from two different sources about the system being mainained was inconsistent.

Sometimes it was difficult or impossible to compare information derived by the software maintenance tools from two different sources about the system being maintained because the information from the different sources was defined differently.

## Confidence

There were so many different types of soflware maintenance tools available, it was hard to know how to use them effectively.

There were so many different software maintenance tools. each with different capabilities, which could be used to obtain information on the soffware being maimained, that it was hard to understand which one to use in a given situation.

## Currency of Information

I couldn't get information about the system being maintained from the software maintenance tools that was current enough to meet my needs.

I needed some information on the up-to-the minute status or state of the system being maintained but could not get it from the software maintemance tools.

The information obtained through the use of the software maintenance tools on the software being maintained was up to date enough for my purposes.

## Ease of Tool Use

It was easy to learn how to use the software maintenance tools that give me access to information on the system being maintained.

The software maintenance tools that gave me access to information on the system being maintained were convenient and easy to usc.

## Level of Detail

Sufficiently detailed information about the system I maintained was available from the software maintenance tools.

Information about the system that was being maintained, was available from the software maintenance tools at an appropriate level of detiil for my purposes.

## Locatability

It was easy to locate information about the system to be maintained, even if I had not used that information before.

It was easy to find what information was available on the system that was maintained.

## Clarity of Meaning

On the reports or output produced by the software maintenance tools I dealt with, the exact meaning of information I will obtain was cither be obvious. or was easy to find out.

The exact definition of the information items I obtained from the software maintenance tools on the software being maintained was casy to find out.

## Overall Fit of Tool to Task

All in all, the software maintenance tools were satisfactory in meeting my needs.
Overall I believe there were some importan problems with the way the information about the systems or software being maintained is managed and made available that made it harder to do my job.

The information about the software to be maintained and the way it was provided adequately met my needs.

## Information Presentation

 ( $\alpha=0.82$ )The information obtained from the software maintenance tools on the system being maintained was displayed in a readable and understandable form.

The information obtained from the software maintenance tools on the system being maintained was presented in a readable and useful format.

## Tool Reliability

The software maintenance tools were subject to frequent systems problems and crashes.
I could count on the software maintenance tools to be "up" and available when I needed them.

## Task Complexity

## Task Ambiguity

To what extent did multiple opinions cexist of how the final system should look?
During the system maintenance process, to what extent did you find that information used in making decisions meant different things to different people?

To what extent did multiple views exist of how the final system should be maintained?
During the system maintenance process. to what extent could information be interpreted in several ways, which could have led to different but acceptable solutions?

## Task Interdependence

$$
(\alpha=0.72)
$$

To what extent do the people on your group have one-person jobs: that is. in order to get the work out, to what extent do group members independently accomplish their own assigned tasks?
To what extent did group members meet together to discuss how each activity should be performed in order to do the work of the group?

To what extent is (was) yours a one-person job: is (was) there little need for checking or working with others.

## Scale of Task

To what extent were the icchnical problems for this system particularly complicated?
To what extent would you characterize this project as being large?
How technically complex is the system that was mantained?

## Task Uncertainty

While developing this system. how olten did you come across specific but difficult problems that you didn't know how to solve. and you had to take some time to think through by yourself or with others before you could take any action?

In general, how much actual "hinking" time do you usually spend trying to solve such specific problems?

## Task Variability

In some aspects of the system maintenance process, activities were fairly predictable. In others, you were often not sure what the outcome will be. To what extent would you say that you were generally sure what the outcome of your efforts would bc'?

To what extent did requirements and design change requests occur in your work'?

## Experience Items

## General Experience ( $\alpha=0.74$ )

To what extent does this programmer have experience in managing software maintenance projects?
To what extent does this programmer have experience in software maintenance?
To what extent does this programmer have experience in software development?
To what extent does this programmer have formal training in maintenance or devlopment?

## Tool Experience ( $\alpha=0.71$ )

How many total hours have you used this tool
How frequently do you use this tool?
How much expericnce do you have with this tool?

## System Experience ( $\alpha=0.79$ )

How many time has the PA has maintained this system before?
How much expericnce does the PA have in maintaining the system?
Relative to other PA's in the group. how much experience does this PA have in maintaining the system?

## TRA Items

## Attitude Towards Tool Use ( $\alpha=0.96$ )

I think it would be very good to use the software maintenance tools rather than manual methods for this task.
In my opinion it would be very desirable to use the software maintenance tools rather than manual methods for the project.

It would be much better for me to use the maintenance tools rather than manual methods.

## Control Over Tool Use ( $\alpha=0.89$ )

I have much more control over the use of the software maintenance tools as compared to manuai methods.
Given the resources. opportunities. and knowledge it takes to use the software maintenance tools versus manual methods. it would be easier for me to choose to use the software maintenance tools.
I would be much more able to use the software maintenance tools rather than manual methods because of differences in the resources. opportmities and knowledge it takes to use each one.

## Intention to Use Tool ( $\alpha=0.92$ )

I will use the software mantenance fools rather than manal methods to complete this project.
My intention is to use the software maintenance tools rather than manal methods in completing this project.
In completing this project. I would rather use the software maintenance tools than use manual methods alone.

## Subjective Norms ( $\alpha=0.98$ )

Those people who are importint to me would strongly support my using the software maintenance tools rather than using totally manmal methods.

I think that those people who are important to me would want me to use software maintenance tools rather than use totally manual methods.
People whose opinions I value would prefer me to use the software maintenance tools rather than manual methods.

## TAM Items

## Perceived Ease of Use ( $\alpha=0.97$ )

I will find it easy to get the software maintenance tools to do what I want them to do.
My interaction with the software maintenance tools will be clear and understandable.
I will find the software maintenance tools to be flexible to interact with.
I will find the software maintenance tools casy to use.

## Perceived Usefulness ( $\alpha=0.98$ )

Using the software maintenance tools will cnable me to accomplish my tasks more quickly.
Using the software maintenance tools will cmable me to improve my performance on this project Using the software maintenance tools will cnable me to increase my productivity on this project Using the software maintenance lools will cnable me to enhance my effectiveness on this project Using the software maintenance tools will make it casier to do this project.

I will find the software maintenance tools useful in this project.

## Appendix B

## Fit Variable Cross-Reference

|  | Analysis | Representation | Transformation | Control | Cooperation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bug-Related Planning | F11A | F11B | F12B | F13A | F13B |
|  | F11E | F11F | F12C | F13E | F13F |
| Knowledge Building <br> System Modification | F11C | F11D | F12A | F13C | F130 |
|  | F21A | F21B | F22 | F23A | F23B |
| Control Compliance Cooperative Activity | F31A | F31B | F32B | F33B | not computed |
|  | F31C | F31D | F32A | not computed | F33A |

Variable Name Matrix

| Name | Description |
| :--- | :--- |
| F11a | Fit of Bug Related with Analysis |
| F11b | Fit of Bug Related with Representation |
| F11c | Fit of KB with Anaiysis |
| F11d | Fit of KB with Representation |
| F11e | Fit of Planning with Analysis |
| F11f | Fit of Planning with Representation |
| F12a | Fit of KB with Transformation |
| F12b | Fit of Bug Related with Transformation |
| F12c | Fit of Planning with Transformation |
| F13a | Fit of Bug Related with Control |
| F13b | Fit of Bug Related with Cooperation |
| F13c | Fit of KB with Control |
| F13d | Fit of KB with Cooperation |
| F13e | Fit of Planning with Control |
| F13f | Fit of Planning with Cooperation |
| F21a | Fit of Modification with Analysis |
| F21b | Fit of Modification with Representation |
| F22 | Fit of Modification Activity and Function |
| F23a | Fit of Modification wwith Control |
| F23b | Fit of Modification with Cooperation |
| F31a | Fit of Control with Analysis |
| F31b | Fit of Control with Representation |
| F31c | Fit of Cooperation with Analysis |
| F31d | Fit of Cooperation with Representation |
| F32a | Fit of Cooperation with Transformation |
| F32b | Fit of Control with Transformation |
| F33a | Fit of Cooperation Activity and Function |
| F33b | Fit of Control Activity and Function |

Variable Name Table

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

## References

Adams, D. A., Nelson, R. R., \& Todd, P. A. (1992). "Perceived Usefulness, Ease of Use, and Usage of Information Technology: A Replication". MIS Quarterly, 16(2), 227-247.

Ajzen, I. (1985). "From Intentions to Actions: A Theory of Planned Behavior". In J. Kuhl, \& J. Beckmann (Ed.), Action Control: From Cognition to Behavior (pp. 11-39). New York: Springer Verlag.

Ajzen, I., \& Fishbein, M. (1980). Understanding Attitudes and Predicting Social Behavior. Englewood Cliffs, NJ: Prentice Hall.

Alexander, J. W., \& Randolph, W. A. (1985). "The Fit Between Technology and Structure as a Predictor of Performance in Nursing Subunits". Academy of Management Journal, 28(4), 844-859.

Araki, K., Furukawa, Z., \& Cheng, J. (1991). "A General Framework for Debugging". IEEE Software, 1991(May), 14-20.

Bagozzi, R. P. (1982). "A Field Investigation of Causal Relations Among Cognitions, Affect, Intentions, and Behavior". Journal of Marketing Research, 19(11), 562584.

Bailey, J. E., \& Pearson, S. E. (1983). "Development of a Tool for Measuring and Analyzing Computer User Satisfaction". Management Science, 29(5), 530-545.

Bendifallah, S., \& Scacchi, W. (1987). "Understanding Software Maintenance Work". IEEE Transactions on Soffware Engineering, SE-13(3), 311-323.

Bennett, K. H. (1993). Understanding the Process of Software Maintenance. Proceedings of Second Workshop on Program Comprehension Capri, Italy: IEEE Computer Society Press.

Bourgeois, L. J., III. (1985). "Strategic Goals, Perceived Uncertainty, and Economic Performance in Volatile Environments". Academy of Management Journal, 28(3), 548-573.

Brooks, R. E. (1977). "Towards a Theory of the Cognitive Processes in Computer Programming". International Journal of Man-Machine Studies, 9, 737-751.

Brooks, R. E. (1983). "Towards a Theory of the Comprchension of Computer Programs". International Journal of Mam-Machine Studies, 18, 543-554.

Campbell, D. T. (1988). "Task Complexity: A Review and Analysis". Academy of Management Review, 13(1), 40-52.

Cleveland, L. (1989). "A Program Understanding Support Environment". IBM Systems Journal, 28(2), 324-344.

Corbi, T. A. (1989). "Program Understanding: Challenge for the 1990's". IBM Systems Journal, 28(2), 294-305.

Cronbach, L. J. (1951). "Coefficient Alpha and the Internal Structure of Tests". Psychometrika, 16, 297-334.

Davis, F. D., Jr. (1985). A Technology Acceptance Model for Empirically Testing New End-User Systems: Theory and Resilts. Unpublished Ph.D. Thesis, Massachusetts Institute of Technology.

Davis, F. D. (1989). "Perceived Usefulness, Perceived Ease of Use, and User Acceptance of Information Technology". MIS (Quarterly, 13(3), 318-339.

Davis, F. D., Bagozzi, R. P., \& Warshaw, P. R. (1989). "User Acceptance of Computer Technology: A Comparison of Two Theoretical Models". Management Science, 35(8), 982-1003.

Davis, K. (1984). "Diagnostic Reasoning Based on Structure and Behavior". Artificial Intelligence, 24, 347-410.

DeLone, W. H., \& McLean, E. R. (1992). "Information Systems Success: The Quest for the Dependent Variable". Information Systems Research, 3(1), 60-95.

DeVellis, R. F. (1991). Scale Development: Theory and Applications. Newbury Park, California: Sage Publications.

Elstein, A. S., Shulman, L. S., \& Sprafka, S. A. (1978). Medical Problem Solving. Cambridge, MA: Harvard University Press.

Fedorowicz, J., Oz, E., \& Berger, P. D. (1992). "A Learning Curve Analysis of Expert System Use". Decision Sciences, 23, 797-818.

Fishbein, M., \& Ajzen, I. (1980). "Predicting and Understanding Consumer Behavior: Attitude-Behavior Correspondence". In I. Ajzen, \& M. Fishbein (Ed.), Understanding Allitudes and Predicting Social Behavior (pp. 148-172). Englewood Cliffs, NJ: Prentice Hall.

Fishbein, M., Ajzen, I., \& Hinkle, R. (1980). "Predicting and Understanding Voting in American Elections: Effects of External Variables". In I. Ajzen, \& M. Fishbein (Ed.), Understanding Attitudes and Predicting Social Behavior (pp. 173-195). Englewood Cliffs, NJ: Prentice Hall.

Fuerst, W., \& Cheney, P. (1982). "Factors Affecting the Perceived Utilization of Computer-Based Decision Support Systems in the Oil Industry". Decision Sciences, 13(October), 554-559.

Gode, D. K., Barua, A., \& Mukhopadhay, T. (1990). On the Economics of the Software Replacement Problem. Proceedings of Eleventh International Conference on Information Systems (pp. 159-170). Copenhagen, Denmark: ACM.

Goodhue, D. L. (1988a). "I/S Attitudes: Toward Theoretical and Definitional Clarity". Data Base, 19(3/4), 6-15.

Goodhue, D. L. (1988b). Supporting Users of Corporate Data: The Effect of I/S Policy Choices. Unpublished Ph.D. Thesis, Massachusetts Institute of Technology.

Goodhue, D. L. (1992a). A New Instrument for IIser Evaluations of Information Systems: Toward Organizational Assessments of MIS Effectiveness. Working Paper . University of Minnesota.

Goodhue, D. L. (1992b). User Evaluations of MIS Success: What Are We Really Measuring? Proceedings of Hawaii International Conference on System Sciences (pp. 303-314). Kona, HI: IEEE.

Goodhue, D. L. (1994). "Understanding User Evaluations of Information Systems". Management Science, Forthcoming,

Gopal, R., \& Schach, S. R. (1989). Using Automatic Program Decomposition Techniques in Software Maintenance Tools. Proceedings of IEEE Conference on Software Engineering (pp. 132-141).

Gould, J. D., \& Drongowski, P. (1974). "An Exploratory Study of Computer Programming Debugging". Human Factors, 16(3), 258-277.

Gremillion, L. L. (1984). "Determinants of Program Repair Maintenance Requirements". Communications of the $A(M, 27(8), 166-172$.

Guinan, P. J. (1992). Personal Communication-Research in progress .
Hanna, M. A. (1990). "Defining the "R" Words for Automated Maintenance". Software Magazine, May, 1990, pp. 41-48.

Hartwick, J., \& Barki, H. (1994). "Explaining the Role of User Participation in Information Systems Use". Management Science, 40(4), 440-465.

Hausler, P. A., Pleszkoch, M. B., Linger, R. C., \& Hevner, A. R. (1990). "Using Function Abstraction to Understand Program Behavior". IEEE Software, 1990(January), 55-63.

Henderson, J. C., \& Cooprider, J. G. (1990). "Dimensions of I/S Planning and Design Aids: A Functional Model of CASE Technology". Information Systems Research, 1(3), 227-254.

Ives, B., Olson, M. H., \& Baroudi, J. J. (1983). "The Measurement of User Information Satisfaction". Communications of the $A C M, 26(10), 785-793$.

Joyce, W., John W. Slocum, J., \& Glinow, Mi. A. V. (1982). "Person-Situation Interaction: Competing Models of Fit". Journal of Occupational Behaviour, 3, 265-280.

Kim, C., \& Westin, S. (1988). "Software Maintainability: Perceptions of EDP Professionals". MIS' Quarterly, 12(2), 167-185.

Kleinbaum, D. G., Kupper, L. L., \& Muller, K. E. (1988). Applied Regression Analysis and Other Multivariable Methods(2nd. ed.). Boston: PWS-Kent.

Lee, S., Goldstein, D. K., \& Guinan, P. J. (1989). Informant Bias in I/S Design Team Research. Working Paper 89-25. Boston University.

Letovsky, S. (1987). "Cognitive Processes in Program Comprehension". Journal of Systems and Soffuare, 7, 325-339.

Letovsky, S., \& Soloway, E. (1986). "Delocalized Plans and Program Comprehension". IEEE Software, 1986(5), 41-49.

Lientz, B. P., Swanson, E. B., \& Tompkins, G. E. (1978). "Characteristics of Application Software Maintenance". Commmications of the $A C M, 21(6), 466-471$.

Littman, D. C., Pinto, J., Letovsky, S., \& Soloway, E. (1987). "Mental Models and Software Maintenance". Jowrnal of Systems and Software, ,

Mathieson, K. (1991). "Predicting User Intentions: Comparing the Technology Acceptance Model with the Theory of Planned Behavior". Information Systems Research, 2(3), 173-191.

Melone, N. P. (1990). "A Theoretical Assessment of the User Satisfaction Construct in Information Systems Research". Managememt Science, 36(1), 76-91.

Miller, D. (1992). "Environmental Fit versus Internal Fit". Orgamization Science, 3(2), 159-178.

Moad, J. (1990). "Maintaining the Competitive Edge". Datamation, pp. 61-66.
Nance, W. D. (1992). Task / Technology Fit and Knowledge Worker Use of Information Technology: A Study of Auditors. Unpublished Ph.D. Thesis, University of Minnesota.

Pennington, N., \& Grabowski, B. (1990). "The Tasks of Programming". In J.-M. Hoc, T. R. G. Green, R. Samurcay, \& D. J. Gilmore (Ed.), Psychology of Programming (pp. 45-62). London: Academic Press.

Robertson, D. C. (1990). CAD Systems and Commmication in Design Engineering: A Test of the Information Processing Model. Unpublished Ph.D. Thesis, Massachusetts Institute of Technology.

Robson, D. J., Bennett, K. H., Cornelius, B. J., \& Munro, M. (1991). "Approaches to Program Comprehension". Journal of Systems and Software, 14, 79-84.

Schaffner, K. F. (Eds.). (1985). Logic of Discovery and Diagnosis in Medicine . Berkeley: University of California Press.

Schneberger, S. L. (1993). Software Maintenance: An Update on Issues and Research. Proceedings of 31st. Ammal Somheast Conference Birmingham, Alabama: Association for Computing Machinery Press.

Schneidewind, N. F. (1987). "The State of Software Maintenance". IEEE Transactions on Soffware Engincering, SE-13(3), 303-310.

Sejwacz, D., Ajzen, I., \& Fishbein, M. (1980). "Predicting and Understanding Weight Loss: Intentions, Behaviors, and Outcomes". In I. Ajzen, \& M. Fishbein (Ed.), Understanding Attifules cand Predicting Social Behavior (pp. 101-112). Englewood Cliffs, NJ: Prentice Hall.

Sperber, B. M., Fishbein, M., \& Ajzen, I. (1980). "Predicting and Understanding Women's Occupational Orientations: Factors Underlying Choice Intentions". In I. Ajzen, \& M. Fishbein (Ed.), Understanding Attitudes and Predicting Social Behavior (pp. 113-129). Englewood Cliffs, NJ: Prentice Hall.

Sproull, L., \& Kiesler, S. (1986). "Reducing Social Context Clues: Electronic Main in Organizational Communication". Management Science, 32(11), 1492-1512.

Swanson, E. B. (1976). The Dimensions of Maintenance. Proceedings of Second International Conference on Software Engineering (pp. 492-497). San Francisco.

Swanson, E. B., \& Beath, C. M. (1989). Maintaining Information Systems in Organizations. New York: Wiley.

Torasso, P., \& Console, L. (1989). Diagnossic Problem Solving. New York: Van Nostrand Reinhold.

Trice, A. W., \& Treacy, M. E. (1988). "Utilization as a Dependent Variable in MIS Research". Data Base, 1988(Fall/Winter ), 33-41.

Venkatraman, N. (1989). "The Concept of Fit in Strategy Research: Toward Verbal and Statistical Correspondence". Acadeny of Management Review, 14(3), 423-444.

Vessey, I. (1985a). "Expertise in Debugging Computer Programs: A Process Analysis". International Journal of Man-Machine Sindies, 23, 459-494.

Vessey, I. (1985b). Expertise in Debugging Computer Programs: Situation-Based versus Model-Based Problem Solving. Proceedings of International Conference on Information Systems

Vessey, I. (1986). "Expertise in Debugging Computer Programs: An Analysis of the Content of Verbal Protocols". IEEE Transactions on Systems, Man, and Cybernetics, MSC-16(5), 621-637.

Vessey, I. (1991). "Cognitive Fit: A Theory-Based Analysis of the Graphs Versus Tables Literature". Decision S'ciences, 22, 219-240.

Vessey, I., \& Galletta, D. (1991). "Cognitive Fit: An Empirical Study of Information Acquisition". Information S'ystems Research, 2(1), 63-84.

Vessey, I., \& Weber, R. (1983). "Some Factors Affecting Program Repair Maintenance: An Empirical Study". Communications of the ACM, 26(2), 128-134.

Waters, R. C., \& Tan, Y. M. (1991). "Toward a Design Apprentice: Supporting Reuse and Evolution in Software Design". ACM SIGSOFT Software Engineering Notes, 16(2), 33-44.

Wilde, N., \& Huitt, R. (1991). "A Reusable Tooiset for Software Dependency Analysis". Joumal of Systems and Sofnuare, 14(2), 97-102.

Wilde, N., \& Thebaut, S. M. (1989). "The Maintenance Assistant: Work in Progress". Journal of Systems and Softhare, 9, 3-17.

Yau, S. S., \& Collofello, J. (1985). "Design Stability Measures for Software Maintenance". IEEE Transactions on Soffware Engineering, SE-11(9), 849-856.

## Vita

## Mark Thomas Dishaw

## EDUCATION:

D.B.A. Boston University, September 1994

Graduate School of Management
Major: Management Information Systems
M.B.A. University of Rochester, Rochester, New York, May 1981

Graduate School of Management
Major: Computers and Information Systems
B.S. State University of New York at Albany, June 1975

Major: Biological Sciences

## EMPLOYMENT:

8/93 - Present Saint John Fisher College, Rochester, New York
ASSISTANT PROFESSOR (Visiting)Department of Management
9/88-8/93 Boston University, School of Management, Boston, MA
INSTRUCTOR, Management Information Systems Department

9/84-8/88 Saint John Fisher College, Rochester, New York
INSTRUCTOR, Department of Management

## Publications and Working Papers:

Modeling Tool Utilization in the Software Maimtenance Process, with Diane M. Strong, Working Paper, February 1994

Disciplinary Information Systems: The New Panopticons, Working Paper 1990

Ohject-Oriented Datahases: A Not Ready for Prime Time Player? Working Paper 1990

Freeze-Frachure Observations on the Visceral Yolk Sac Placenta of Rats, Mice and Hamsters, with S. J. Carpenter, Anatomy and Embryology, vol. 157, pp. 255-268 (1979).


[^0]:    ${ }^{1}$ While improvements in future software maintainability from the use of CASE are highly touted by vendors, no empirical evidence exists to support this claim. In the absence of such evidence, academic experts appear divided on the question.

[^1]:    ${ }^{2}$ Bug fixes, in the experience of the author, often must be accomplished in the late night or early morning hours due to production schedules which place high volume batch processing jobs in non-prime time. Maintenance work under these conditions may be stressful for the programmer due the immediacy of the task and lack of sleep.

[^2]:    ${ }^{3}$ It is unclear as to whelher improvements in productivity are an immediate result of the use of these tools, or whether increased productivity is a longer term gain through the elimination of re-work.

[^3]:    ${ }^{1}$ WordPerfect, Lotus 1-2-3, and Harvard Graphics were available to the end user.

[^4]:    ${ }^{2}$ Re-coding software is sometimes called a re-engineering tool [Hanna. 1990].

[^5]:    ${ }^{3}$ Although Vessey \& Gallecta (1091) refer to the cognitive fit "paradigm", we believe that it is more appropriate to refer to cognitive fit as a theory. cspecially when addressing a specific research issue.

[^6]:    ${ }^{4}$ It has been the experience of the aullior that frequently a considerable amount of information regarding applications systems is not recorded either on paper or electronically. It exists in the "organizational memory", thus necessitating consultation with other programmers in the organization.

[^7]:    'The maintenance aetivily, Understanding, is composed of 3 sub-activities: Plaming, Knowledge Building, and Diagnosis.
    ${ }^{6}$ The tool function, Understanding, is composed of Representation and Analysis sub-functions.

[^8]:    ${ }^{7}$ The maintenance activity. Coordination is made up of sub-activities control and cooperation.

[^9]:    ${ }^{8}$ For example, a significant two-way interaction between the understanding activity and the modification function may exist.
    ${ }^{9}$ The reader may recall that propositions F1. F2, and F3 stated that the "dominant" interaction would lie on the diagonal in Fig. 2.8; this proposition says that the non-diagonal interactions, while less than the diagonal interactions, may be non-zero.

[^10]:    ' Denoted in the rescarch model as variable 7.
    ${ }^{2}$ Denoted in the research model as variables 2 through 6.
    ${ }^{3}$ Denoted in the rescarch model as variables 1 and 8.

[^11]:    ${ }^{4}$ Factor analysis wals performed using the Varimax rotation.

[^12]:    ${ }^{5}$ Lack of fit ( | task - tech | ) is used as a proxy for Fit: it is mathematically equivalent, and is preferred for convenience in the amalysis process.

[^13]:    ${ }^{6}$ This set of theorics include the Theory of Reasoned Action. the Theory of Plamned Behavior, and the Technology Acceptance Model.

[^14]:    ${ }^{7}$ The maintenance activily. Understanding. is composed of 3 sub-activities: Planming. Knowledge Building, and Diagnosis.
    ${ }^{8}$ The tool function. Understanding. is composed of Representation and Analysis sub-functions.
    ${ }^{9}$ The maintenance activity, Coordination is made up of sub-activities control and cooperation.

[^15]:    ${ }^{1}$ The regression models in this chapter employ, unless otherwise noted, painvise deletion of missing data.

[^16]:    ${ }^{2}$ Stepwise regressions in this chapter were accomplished. unless otherwise noted, using the backward elimination method. $P(O U T)$ was set at . 15: $\mathrm{P}(\mathrm{IN})$ was set at . 10. Output was edited to show only the variables in the equation.

[^17]:    ${ }^{1}$ While software development methodologies are well known in the literature and lave been in place in many organizations for over a decade, only recently have software maintenance methodologies become available. To date these methodologies have failed to achieve widespread. much less universal, acceptance.

[^18]:    ${ }^{2}$ Nearly half of the articles imvolving software maintenance during the survey period appeared in a single issue of IEEE Transaction on Soffurare Engineering in March 1987 (Schneberger, 1993).

